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Abstract. We prove that if Γ is a lattice in a classical simple Lie group
G, then the symmetric space of G is Γ-equivariantly homotopy equiv-
alent to a proper cocompact Γ-CW complex of dimension the virtual
cohomological dimension of Γ.

1. Introduction

Let Γ be an infinite discrete group. A Γ-CW-complex X is said to be a
model for EΓ, or a classifying space for proper actions, if the stabilizers of
the action of Γ on X are finite and for every finite subgroup H of Γ, the
fixed point space XH is contractible. Note that any two models for EΓ are
Γ-equivariantly homotopy equivalent to each other (see [25, Def. 1.6 & Th.
1.9]). A model X is called cocompact if the orbit space Γ\X is compact. The
proper geometric dimension gd(Γ) of Γ is by definition the smallest possible
dimension of a model of EΓ. We refer the reader to the survey paper [25]
for more details and terminology about these spaces.

The aim of this paper is to compare the geometric dimension gd(Γ) of
certain virtually torsion-free groups Γ with their virtual cohomological di-

mension vcd(Γ). Recall that vcd(Γ) is the cohomological dimension of a
torsion-free finite index subgroup of Γ. Due to a result by Serre, this defi-
nition does not depend of the choice of finite index subgroup (see [10, Ch.
VIII. Sec. 3]). In general one has

vcd(Γ) ≤ gd(Γ)

but this inequality may be strict. Indeed, in [22] Leary and Nucinkis con-
structed examples of groups Γ for which gd(Γ) is finite but strictly greater
than vcd(Γ). In fact, they show that the gap can be arbitrarily large. Re-
cently, Leary and Petrosyan [21] were able to construct examples of virtu-
ally torsion-free groups Γ that admit a cocompact model for EΓ such that
vcd(Γ) < gd(Γ). Other examples of this nature were subsequently also given
in [12].

On the other hand, one has vcd(Γ) = gd(Γ) for many important classes
of virtually torsion-free groups. For instance, equality holds for elementary
amenable groups of type FP∞ [19], SL(n,Z) [2, 25], mapping class groups
[1], outer automorphism groups of free groups [25, 31] and for groups that
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act properly and chamber transitively on a building, such as Coxeter groups
and graph products of finite groups [11]. In this paper, we will add lattices
in classical simple Lie groups to this list. The classical simple Lie groups
are the complex Lie groups

SL(n,C), SO(n,C), Sp(n,C)

and their real forms

SL(n,R), SL(n,H), SO(p, q), SU(p, q), Sp(p, q), Sp(2n,R), SO∗(2n)

with conditions on n and p + q to ensure simplicity (see Section 4). Our
main result is the following.

Main Theorem. If Γ is a lattice in a classical simple Lie group, then

gd(Γ) = vcd(Γ).

Note that if Γ is a lattice in a simple Lie group G, and if K ⊂ G is a max-
imal compact subgroup, then the corresponding symmetric space S = G/K
is a CAT(0) space on which Γ acts discretely by isometries. In particular,
S is a model for EΓ. However, in general this space has larger dimension
than the desired vcd(Γ). In fact, dim(S) = vcd(Γ) if and only if Γ is a
uniform lattice. In some rare cases such as Γ = SL(n,Z) (see [2]) or Γ a
lattice in a group of real rank 1 (see Proposition 2.6), the associated symmet-
ric space S admits a Γ-equivariant cocompact deformation retract X with
dim(X) = vcd(Γ). Such an X is consequently also a cocompact model for
EΓ. We do not know if such Γ-equivariant minimal dimensional cocompact
deformation retracts of the symmetric space exist in the generality of the
Main Theorem. However, the Main Theorem entails the following weaker
statement.

Corollary 1.1. If Γ is a lattice in a classical simple Lie group G, then the

symmetric space S of G is Γ-equivariantly homotopy equivalent to a proper

cocompact Γ-CW complex of dimension vcd(Γ).

We comment now briefly on the strategy of the proof of the Main Theo-
rem, providing at the same time a section-by-section summary of the paper.
Bredon cohomology, introduced by Bredon in [9] to develop an obstruction
theory for equivariant extension of maps is an important algebraic tool to
study classifying spaces for proper actions. In fact, if Γ is a discrete group,
then the Bredon cohomological dimension cd(Γ) should be thought of as the
algebraic counterpart of gd(Γ). Indeed, it is shown in [26] that

cd(Γ) = gd(Γ)

except possibly if cd(Γ) = 2 and gd(Γ) = 3. It follows in particular that,
with the possible exception we just mentioned and which is not going to be
relevant in this paper, to prove that gd(Γ) = vcd(Γ) it suffices to show that
cd(Γ) = vcd(Γ) for lattices Γ in classical simple Lie groups G.

Before going any further recall that Borel and Serre [7] constructed a
Γ-invariant bordification X of the symmetric space S associated to G; in
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fact, the Borel-Serre bordification X is a cocompact model for EΓ. In sec-
tion 2 we recall a few properties of the Borel-Serre bordification, together
with the needed terminology about algebraic groups, arithmetic groups and
symmetric spaces.

Armed with such a cocompact model X for EΓ as the Borel-Serre bordi-
fication, we can compute the virtual cohomological dimension of Γ as

vcd(Γ) = max{n ∈ N | Hn
c (X) 6= 0}

where Hn
c (X) denotes the compactly supported cohomology of X (see [10,

Cor VIII.7.6]). In [11], a version of this result was proven for cd(Γ); we will
be using a slight modification of this version. More concretely, denote by F
the family of finite subgroups of Γ containing the kernel of the action Γ y X,
by XK the fixed point set of some K ∈ F , and by XK

sing the subcomplex of

XK consisting of those cells that are fixed by a finite subgroup of Γ that
strictly contains K. We then have

cd(Γ) = max{n ∈ N | ∃K ∈ F s.t. Hn
c (XK ,XK

sing) 6= 0}

In section 3 we remind the reader of the definition of the Bredon cohomo-
logical dimension cd(Γ) and derive some criteria implying vcd(Γ) = cd(Γ)
for lattices Γ in connected simple Lie groups G satisfying appropriate condi-
tions. These conditions are stated in terms of properties of the set Xsing of
points in the Borel-Serre bordification X fixed by some non-central element
of Γ.

After these preparatory results we recall what the classical simple Lie
groups are in section 4. For each of these groups G we give a lower bound
for the virtual cohomological dimension of a lattice in G. This bound is
key because the simplest version of the estimates in section 3 asserts that if
dim(Xsing) < vcd(Γ) then vcd(Γ) = cd(Γ). To estimate the dimensions of
fixed point sets we need a few facts on centralizers in compact groups such
as SOn, SUn and Spn. We discuss these facts in section 5.

Once this is done we can deal with lattices in most classical groups:
SL(n,C), SO(n,C), Sp(2n,C), SL(n,H), SU(p, q), Sp(p, q), Sp(2n,R) and
SO∗(2n). As we will see in section 6, in these cases we have that dim(Xsing) <
vcd(Γ) for any lattice Γ.

The cases of SL(n,R) and SO(p, q) are special because they contain lat-
tices with dim(Xsing) = vcd(Γ). In these cases, to obtain that cd(Γ) =

vcd(Γ) we need to prove that the map H
vcd(Γ)
c (X) → H

vcd(Γ)
c (Xsing) is sur-

jective. We do so by constructing explicit cohomology classes. We treat the
case of lattices in SL(n,R) in section 7 and that of lattices in SO(p, q) in
section 8.

The proof of the main theorem and Corollary 1.1 will be finalized in
Section 9.
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2. Preliminaries

In this section we recall some basic facts and definitions concerning alge-
braic groups, Lie groups, arithmetic groups and symmetric spaces.

2.1. Algebraic groups. An algebraic group is a subgroup G of the special
linear group SL(N,C) determined by a collection of polynomials. The alge-
braic group G is defined over a subfield k of C if the polynomials in question
can be chosen to have coefficients in k. We will be interested in the cases
k = Q and k = R. If G is an algebraic group and R ⊆ C is a ring we denote
by GR the set of those elements of G with entries in R. It is well-known
that for any algebraic group G defined over R the groups GR and GC are
Lie groups with finitely many connected components. In fact, G is (Zariski)
connected if and only if GC is a connected Lie group. On the other hand,
the group of real points of a connected algebraic group defined over R need
not be connected. A non-abelian algebraic group G is simple if it has no
non-trivial, connected normal subgroups. If G does not have non-trivial,
connected, abelian normal subgroups then G is semisimple. Note that if
G is semisimple and defined over k = R or C then Gk is semisimple as a
Lie group. The center ZG of a semisimple algebraic group G is finite and
the quotient G/ZG is again an algebraic group. Moreover, if the former is
defined over k then so is the latter.

An algebraic group T is a torus if it is isomorphic as an algebraic group
to a product C∗ × · · · × C∗. Equivalently, a connected algebraic group T ⊂
SL(N,C) is a torus if and only if it is diagonalizable, meaning that there
is an A ∈ SL(N,C) such that every element in ATA−1 is diagonal. If T is
defined over k then it is said to be k-split if the conjugating element A can
be chosen in SL(N, k).

A torus in an algebraic group G is an algebraic subgroup that is a torus.
A maximal torus of G is a torus which is not properly contained in any other
other torus. Note that any two maximal tori are conjugate in G. Also, if
G is defined over k then any two maximal k-split tori are conjugate by an
element in Gk. The k-rank of G, denoted rankk G, is the dimension of some,
and hence any, maximal k-split torus in G.

We refer to [5, 6] and to [18] for basic facts about algebraic groups and
Lie groups respectively.

2.2. Symmetric spaces. Continuing with the same notation as above, sup-
pose that G is a connected semisimple algebraic group defined over R and
let G = GR be the group of real points. The Lie group G has a maximal
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compact subgroup K ⊆ G. Recall that any two such maximal compact sub-
groups are conjugate, and that K is self-normalizing. It follows that we can
identify the smooth manifold

S = G/K

with the set of all maximal compact subgroups of G. Under this identifica-
tion, left multiplication by G becomes the left action by conjugation on the
set of maximal compact subgroups.

Note that S is contractible because the inclusion of K into G is a homo-
topy equivalence. In fact, as S admits a G-invariant symmetric Riemannian
metric of non-positive curvature, it follows that S is diffeomorphic to Eu-
clidean space. From now on we will consider S to be endowed with such a
symmetric metric. The space S is called the symmetric space of G.

Recall that two Lie groups are isogenous if they are locally isomorphic,
meaning that their identity components have isomorphic universal covers.
Observe that isogenous groups have isometric associated symmetric spaces.

A flat F in the symmetric space S is a totally geodesic submanifold iso-
metric to Rd for some d. A maximal flat is a flat which is not properly
contained in any other flat. It is well-known that the identity component
G0 of the Lie group G acts transitively on the set of maximal flats.

Flats and tori are intimately linked to each other: if T ⊆ G is a R-
split torus with group of real points T = TR, then the action of T on the
symmetric space S leaves invariant a flat FT of dimension dimFT = dimT .
Actually, this yields a 1-to-1 correspondence between maximal flats in F and
maximal R-split tori in G, and we have the following metric characterization
of the real rank: If G is a semisimple algebraic group defined over R, G is

the group of real points and K ⊆ G is a maximal compact subgroup, then

rankR G is equal to the maximal dimension of a flat in G/K. Note that
this implies that if rankR G ≥ 2 then the sectional curvature of S cannot be
negative. In fact, it is well-known that both statements are equivalent: S is

negatively curved if and only if rankR(G) = 1.
Most of our work will rely on computations of dimensions of fixed point

sets

SH = {x ∈ S | hx = x for all h ∈ H}

of finite subgroups H ⊂ K. There is an identification

CG(H)/CK(H) → SH , gCK(H) 7→ gK

between the symmetric space CG(H)/CK(G) and the fixed point set SH ,
where CK(H) and CG(H) are the centralizers of H in K and G respectively.
We state here for further reference the following consequence of this fact.

Proposition 2.1. Let G be a semisimple algebraic group defined over R, G
the group of real points, K ⊂ G a maximal compact subgroup and S = G/K
the associated symmetric space. For any subgroup H ⊂ K we have

dimSH = dimCG(H) − dimCK(H)
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where CK(H) and CG(H) are the centralizers of H in K and G respectively.

With the same notation as in Proposition 2.1 we note that in fact CK(H)
is a maximal compact subgroup of CG(H). This implies the following.

Corollary 2.2. Let G = GC be the group of complex points of a semisimple

algebraic group G, K ⊂ G be maximal compact, and S = G/K. For any

subgroup H ⊂ K we have dimSH = dimCK(H).

Proof. The group CG(H) is the group of complex points of a reductive alge-
braic group. In particular, it is the complexification of its maximal compact
subgroup CK(H), so the dimension of CG(H) is twice that of CK(H). �

We refer to [28, 15, 13] for facts about symmetric spaces and to [3] for
the geometry of manifolds of non-positive curvature.

2.3. Arithmetic groups. Recall that a connected semisimple algebraic
group G is defined over Q if and only if the closure of the group GQ of
rational points contains the identity component G0

R of the Lie group GR of
real points [32, Proposition 5.8]. For any such G, the group GZ is a discrete
subgroup of GR. In fact, GZ is a lattice, meaning that GZ\GR has finite Haar
measure. A lattice is uniform if it is cocompact and non-uniform otherwise.

Although the group GZ is the paradigm of an arithmetic group, the def-
inition is slightly more general. Since we are going to be mostly concerned
with non-uniform lattices in simple Lie groups, we shall only define arith-
metic groups in that restrictive setting. Let G be a non-compact simple Lie
group and Γ ⊂ G a non-uniform lattice. The lattice Γ is arithmetic if there
is a connected algebraic group G defined over Q, a finite normal subgroup
Z ⊂ G and a Lie group isomorphism

φ : G/Z → G0
R

where G0
R is the identity component of the group of real points of G such

that φ(Γ) is commensurable to GZ. After referring the reader to for instance
[32] for a definition of arithmetic groups in all generality, we note that by
moding out the center we may assume without loss of generality that the
algebraic group G is center-free. This implies that the commensurator of
GZ in G is GQ and hence that φ(Γ) ⊂ GQ.

The content of the Margulis’s arithmeticity theorem is that under cer-
tain mild assumptions, every lattice is arithmetic. We state it only in the
restricted setting we will be working in.

Arithmeticity theorem (Margulis). Let G be the group of real points of

a simple algebraic group defined over R. If G is not isogenous to SO(1, n)
or to SU(1, n), then every lattice in G is arithmetic.

Observe also that both SO(1, n) and SU(1, n) have real rank 1. In par-
ticular, the arithmeticity theorem applies to every lattice in a group with
rankR ≥ 2.
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Before moving on, we note that with the same notation as above, both
groups Γ and φ(Γ) have the same virtual cohomological and proper geometric
dimensions. This follows from the following general fact:

Lemma 2.3. Suppose Γ is a virtually torsion-free subgroup and F ⊂ Γ is a

normal finite subgroup. Then vcd(Γ) = vcd(Γ/F ) and gd(Γ) = gd(Γ/F ).

Proof. Both groups have the same virtual cohomological dimension because
they contain isomorphic torsion-free finite index subgroups. To prove the
second claim suppose that X = EΓ is a model for Γ. The fixed point set
XF admits a Γ/F -action and is in fact a model for E(Γ/F ). On the other
hand, if Y = E(Γ/F ) is a model for Γ, then it is also a model for Γ via the
action induced by the projection Γ → Γ/F . �

We refer to [32, 27, 16, 17] and mostly to the beautiful book [4] for facts
and definitions on arithmetic groups.

2.4. Rational flats. Continuing with the same notation as in the preceding
paragraphs, let G be the Lie group of real points of a connected semisimple
algebraic group G defined over Q, K ⊂ G a maximal compact subgroup and
S = G/K the associated symmetric space. A flat F in S is rational if the
map F → GZ\S is proper. A maximal rational flat is then a rational flat
which is not contained in any other rational flat. Maximal rational flats arise
as orbits of maximal Q-split tori and in fact we have the following geometric
interpretation of the rational rank: If G is a semisimple algebraic group

defined over Q, G = GR is the group of real points, K ⊂ G is a maximal

compact subgroup and S = G/K is the associated symmetric space, then

rankQ G is equal to the dimension of a maximal rational flat.

Note that rankQ G = 0 if and only if GZ\S is compact, meaning that GZ

has no non-trivial unipotent element. Similarly, rankQ G = 1 if and only if
non-trivial unipotent elements in GZ are contained in unique maximal unipo-
tent subgroups. For higher Q-rank there is no such simple characterization
but one has however the following useful fact.

Proposition 2.4. [32, Prop. 9.15] Assume that G = GR is the group of real

points of a connected simple algebraic group defined over Q. If rankQ G ≥ 2,
then GZ contains a subgroup commensurable to either SL(3,Z) = SL(3,C)Z

or to SO(2, 3)Z.

We note at this point that SO(2, 3) is isogenous to Sp(4,R).

Before moving on we add a comment which will come handy later on.
Suppose that G is a semisimple algebraic group defined over Q, let G = GR

be the group of real points and S = G/K the corresponding symmetric
space. Recall that GQ is dense in the identity component G0 of G and that
G0 acts transitively on the set of maximal flats. It follows that the GQ-orbit
of any maximal flat is dense in the set of all maximal flats. In particular
we get that if there is a maximal flat which is rational, then the set of all
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rational maximal flats is dense in the set of all maximal flats. We record
this fact in the following lemma.

Lemma 2.5. Let G be a semisimple algebraic group defined over Q, let

G = GR be the group of real points, K ⊂ G a maximal compact subgroup,

S = G/K the corresponding symmetric space and F ⊂ S a maximal flat. If

rankQ(G) = rankR(G) and if U ⊂ G0 is open and non-empty, then there is

g ∈ U such that gF is a maximal rational flat. �

2.5. Models for EΓ if rankR G = 1. Continuing with the same notation
as above suppose that G = GR is the group of real points of a semisimple
algebraic group G, K ⊂ G is a maximal compact subgroup, S = G/K
is the associated symmetric space and Γ ⊂ G is a lattice. Being a simply
connected complete manifold of non-positive curvature, the symmetric space
S is a CAT(0)-space. This implies that S is a model for EΓ that, in general,
is not cocompact. Our next aim is to explain the existence of cocompact
models. Assume that rankR(G) = 1 and recall that this means that the
symmetric space S is negatively curved. Now, it follows from the Margulis
Lemma, or equivalently from the existence of the thin-thick decomposition,
that if Γ ⊂ G is a lattice then there is a Γ-invariant set B ⊂ S whose
connected components are open horoballs and such that X = S \ B is a
smooth manifold with boundary on which Γ acts cocompactly. Moreover,
the convexity of the distance function on S easily implies that X is also a
model for EΓ. At this point we note that one can extract from X an even
smaller model for EΓ, namely the ‘cut locus from the boundary’, i.e. the set
X̂ of those points x ∈ X for which there are at least 2 minimizing geodesics
to ∂X. This is an analytic subset with empty interior to which X retracts in
a Γ-equivariant way. In other words, X̂ is a model for EΓ of one dimension
less than X. Summarizing, we have the following well-known result.

Proposition 2.6. Let G be an algebraic group defined over R with rankR G =
1, let G ⊂ G be the group of real points, K ⊂ G a maximal compact sub-

group and S = G/K the associated symmetric space. Suppose that Γ ⊂ G

is lattice. If Γ is not cocompact, then there are cocompact models X, X̂ for

EΓ such that

- X is a manifold of dimension dimX = dimS, and

- X̂ is a CW-complex of dimension dim X̂ = dimS − 1.

Remark. Note that Proposition 2.6 admits the following generalization: Sup-

pose that Γ y M is a smooth isometric action on a complete Riemannian

manifold such that M is an EΓ. If Γ\M is not compact, then gd(Γ) ≤
dimM − 1. Indeed, since Γ \M is not compact one can find a Γ-invariant
set Z ⊂M such that

(1) each component of Z is a geodesic ray,
(2) the distance between points in any two components is at least 1,
(3) the set Z is maximal in the sense that there is no minimizing geodesic

ray γ such that t 7→ d(Z, γ(t)) tends to ∞.
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By removing an appropriate Γ-invariant regular neighborhood of Z from M ,
one obtains a manifold X with boundary of the same dimension as M that
is still a model for EΓ. Then we proceed as above by taking the cut-locus
to the boundary in X to obtain a model X̂ for EΓ of one dimension less.

Continuing with the same notation as above Proposition 2.6, observe that
∂X is either empty or the disjoint union of infinitely many horospheres.
Since horospheres are contractible we conclude from Poincaré-Lefschetz du-
ality that Hk

c (X) = 0 unless k = dimX and ∂X = ∅, or k = dimX − 1 and
∂X 6= ∅. Taking into account that

vcd(Γ) = max{n ∈ N | Hn
c (X) 6= 0}

we obtain the following.

Proposition 2.7. Let G be an algebraic group defined over R with rankR G =
1, let G ⊂ G be the group of real points, K ⊂ G a maximal compact sub-

group and S = G/K the associated symmetric space. Suppose that Γ ⊂ G
is a lattice. If Γ is cocompact, then vcd Γ = dimX. Otherwise we have

vcd Γ = dimX − 1.

Combining Proposition 2.6 and Proposition 2.7, and recalling that vcd(Γ)
is always a lower bound for gd(Γ), we get the following.

Corollary 2.8. Let G be an algebraic group defined over R and let Γ ⊂ GR

be a lattice in the group of real points of G. If rankR G = 1 then gd(Γ) =
vcd(Γ). �

We refer to [3] for a discussion of the Margulis Lemma and its conse-
quences.

2.6. Models for EΓ if rankR G ≥ 2. Suppose now that G is a simple Lie
group with rankR G ≥ 2 and let Γ ⊂ G be a non-uniform lattice, which
is arithmetic by Margulis’s theorem. Recall that this means that there is a
connected algebraic group G defined over Q, a finite normal subgroup Z ⊂ G
and a Lie group isomorphism

φ : G/Z → G0
R

where G0
R is the identity component of the group of real points of G such that

φ(Γ) ⊂ GQ is commensurable to GZ. Suppose that K is a maximal compact
subgroup of G and note that also φ(K) is a maximal compact subgroup
of G0

R. In particular, the symmetric spaces S = G/K and G0
R/φ(K) are

identical.
Borel and Serre [7] constructed an analogue of the manifold X above

called Borel-Serre bordification of S associated to the rational structure of

G, or just simpler Borel-Serre bordification of S (see also [14, 17, 20]). The
manifold X is a bordification of the symmetric space S, invariant under GQ,
and on which GZ, and hence φ(Γ) acts cocompactly. Moreover, since the
construction of X behaves well with respect to subgroups one has that X is
a cocompact model for EΓ.
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Theorem 2.9 (Borel-Serre). Let G be a simple Lie group with rankR G ≥ 2,
K ⊂ G a maximal compact subgroup, S = G/K the associated symmetric

space and Γ ⊂ G a non-uniform lattice.

The Borel-Serre bordification X of S is a cocompact model for EΓ. More-

over, if H ⊂ Γ is a finite group then the fixed point set XH is CΓ(H)-
equivariantly homeomorphic to the Borel-Serre bordification of SH , meaning

in particular that XH is a model for for E(CΓ(H)).

Recall that each boundary component of the manifold provided by Propo-
sition 2.6 is contractible. In general, this is not true for the Borel-Serre bor-
dification X. In fact, ∂X is homotopy equivalent to the spherical building
associated to the group GQ and hence to a wedge

∨
i∈I S

rankQ(G)−1 of spheres
of dimension rankQ(G) − 1. This implies that

(2.1) HrankQ(G)(X,∂X) ∼=
⊕

i∈I

Z

and hence the following (see [7]).

Theorem 2.10 (Borel-Serre). Let G be a simple Lie group with rankRG ≥
2, K ⊂ G a maximal compact subgroup, S = G/K the associated symmetric

space and Γ ⊂ G a non-uniform lattice. If G is a simple algebraic group

defined over Q such that there is a finite group Z ⊂ G and an isomorphism

φ : G/Z → G0
R with φ(Γ) commensurable to GZ, then vcd Γ = dimS −

rankQ G.

Before moving on recall that the Q-rank of G is bounded above by the
R-rank. In particular we get the following lemma from Theorem 2.10.

Lemma 2.11. Let G be a simple Lie group with rankR G ≥ 2, K ⊂ G a

maximal compact subgroup, S = G/K the associated symmetric space and

Γ ⊂ G a non-uniform lattice. If G is a simple algebraic group defined over Q
such that there are a finite group Z ⊂ G and an isomorphism φ : G/Z → G0

R
with φ(Γ) commensurable to GZ, then

vcd(Γ) ≥ dimG/K − rankRG

with equality if and only of rankQ(G) = rankR(G). �

The appeal of Lemma 2.11 is that the rational rank of a group defined
over Q depends on something as complicated as its isomorphism type over
Q while on the other hand, the real rank only depends on the type over R,
something which is much simpler to deal with.

Before moving on we wish to add a comment related to the isomorphism
(2.1). Sticking to the notation above, suppose that F ≃ RrankQ(G) is a
maximal rational flat and let ∂F ⊂ ∂X be its sphere at infinity, which is
homologically essential in ∂X. We conclude the following.

Proposition 2.12. Let G be a simple algebraic group defined over Q, let

G ⊂ G be the group of real points, K ⊂ G a maximal compact subgroup,
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S = G/K the associated symmetric space, X the Borel-Serre bordification

of S and F a maximal rational flat in S. The inclusion of F into S extends

to map

(F, ∂F ) → (X,∂X)

such that the induced map on homology

Z ∼= HrankQ(G)(F, ∂F ) → HrankQ(G)(X,∂X)

takes a generator of HrankQ(G)(F, ∂F ) to a generator of an infinite cyclic

summand of HrankQ(G)(X,∂X).

3. Cohomological tools

In this section we recall the definition of the Bredon cohomological di-
mension cd(Γ) of a discrete group Γ and derive some criteria implying
vcd(Γ) = cd(Γ) for certain lattices Γ in simple Lie groups.

Let Γ be a discrete group and let F be a family of subgroups of Γ that is
closed under conjugation and intersections. The orbit category OFΓ is the
category whose objects are left coset spaces Γ/H with H ∈ F and where the
morphisms are all Γ-equivariant maps between the objects. An OFΓ-module

is a contravariant functor

M : OFΓ → Z-mod.

The category of OFΓ-modules, denoted by Mod-OFΓ, has all the Mod-OFΓ-
modules as objects and all the natural transformations between these objects
as morphisms. One can show that Mod-OFΓ is an abelian category that con-
tains enough projective modules to construct projective resolutions. Hence,
one can construct functors ExtnOFΓ(−,M) that have all the usual proper-
ties. The n-th Bredon cohomology of Γ with coefficients M ∈ Mod-OFΓ is
by definition

Hn
F (Γ,M) = ExtnOFΓ(Z,M),

where Z is the functor that maps all objects to Z and all morphisms to the
identity map. For more details, we refer the reader to [23, Section 9].

The Bredon cohomological dimension of Γ for proper actions, denoted by
cd(Γ) is defined as

cd(Γ) = sup{n ∈ N | ∃M ∈ Mod-OFINΓ : Hn
FIN (Γ,M) 6= 0},

where FIN is the family of all finite subgroups of Γ. As mentioned in
the introduction, the invariant cd(Γ) should the viewed as the algebraic
counterpart of gd(Γ). Indeed, it is known that these two notions of dimension
coincide (see [26, 0.1]), except for the possibility that one could have cd(Γ) =
2 but gd(Γ) = 3 (see [8]).

Theorem 3.1 (Lück-Meintrup). If Γ be a discrete group with cd(Γ) ≥ 3,
then gd(Γ) = cd(Γ).
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As we mentioned in the introduction, if Γ is virtually torsion-free, then
vcd(Γ) ≤ cd(Γ) but equality does not hold in general. Recall also that if X
is any cocompact model for EΓ, then vcd(Γ) = max{n ∈ N | Hn

c (X) 6= 0},
where Hn

c (X) denotes the compactly supported cohomology of X (see [10,
Cor. 7.6]). There is an analogue of this result for cd(Γ).

Theorem 3.2. [11, Th. 1.1] Let Γ be a group that admits a cocompact model

X for EΓ. Then

cd(Γ) = max{n ∈ N | ∃K ∈ F s.t. Hn
c (XK ,XK

sing) 6= 0}

where F is the family of finite subgroups of Γ containing the kernel of the

action Γ y X, and where XK
sing is the subcomplex of XK consisting of those

cells that are fixed by a finite subgroup of G that strictly contains K.

Remark. In [11], this theorem is stated in such a way that F is the family of
all finite subgroups of Γ. Both formulations are easily seen to be equivalent
(compare with Lemma 2.3).

Before moving on we introduce some notation which we will use through-
out the paper. If X is a model for EΓ then Xsing is the subspace of X
consisting of points whose stabilizer is strictly larger than the kernel of the
action Γ y X.

After these general reminders we focus in the concrete situation we are
interested in, namely that of lattices in simple Lie groups of higher rank.
Recall that such lattices are arithmetic by Margulis’s theorem. Notation
will be as in section 2.6:

• G = GR is the group of real points of a connected simple algebraic
group with rankR G ≥ 2.

• Γ ⊂ G is a non-uniform lattice.
• K ⊂ G is a maximal compact subgroup.
• S = G/K is the associated symmetric space.
• X is the Borel-Serre bordification of S.

Recall that the Borel-Serre bordification X of S is a model for EΓ by The-
orem 2.9 and that we have dim(SH) = dim(XH) for any finite subgroup H
of Γ. Moreover, the kernel of the action Γ y X is exactly the center of Γ
so SH = S if and only if H is central. This implies that, with the notation
introduced above, F is the family of finite subgroups of Γ lying over the
center and Xsing is the subspace of X consisting of points that are fixed by
a non-central finite order element of Γ. We denote by

S = {XH | H ∈ F non-central and ∄H ′ ∈ F non-central with XH ( XH′

}

the set of fixed point sets of non central elements H ∈ F which are maximal.
Note that

Xsing =
⋃

XH∈S

XH
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Also, every fixed point set of S is actually of the form XA, where A is a
non-central finite order group element of Γ. We are now ready to prove the
first criterion ensuring that vcd(Γ) = cd(Γ).

Proposition 3.3. If

(1) dim(XA) ≤ vcd(Γ) for every XA ∈ S, and

(2) the homomorphism H
vcd(Γ)
c (X) → H

vcd(Γ)
c (Xsing) is surjective

then vcd(Γ) = cd(Γ).

Proof. First recall that in general one has vcd(Γ) ≤ cd(Γ). The long exact
sequence for the pair (X,Xsing) and the fact that Hn

c (Xsing) equals zero for
n > vcd(Γ) because of (1), imply that Hn+1

c (X,Xsing) = 0 for all n > vcd(Γ)
and entails the exact sequence

Hvcd(Γ)
c (X) → Hvcd(Γ)

c (Xsing) → Hvcd(Γ)+1
c (X,Xsing) → 0.

Since H
vcd(Γ)
c (X) → H

vcd(Γ)
c (Xsing) is surjective by assumption we get that

Hn
c (X,Xsing) = 0

for all n > vcd(Γ). Since dim(XH) ≤ vcd(Γ) for all non-central H ∈ F , it
follows from Theorem 3.2 that cd(Γ) ≤ vcd(Γ), proving the proposition. �

Since dim(SH) = dim(XH) for any finite subgroup H of Γ, the following
corollary is immediate.

Corollary 3.4. If dimSA < vcd(Γ) for every non-central finite order ele-

ment A ∈ Γ, then vcd(Γ) = cd(Γ). �

The simple criterion in Corollary 3.4 is actually going to deal with a lot
of the cases in the main result, but not with all. In certain situations we
will have dimXA = vcd(Γ) for certain XA ∈ S, in which case we will have
to prove that condition (2) of Proposition 3.3 is satisfied. The following
proposition will help us do that.

Proposition 3.5. Fix an integer d ≥ 2. If

dim(XA ∩XB) ≤ d− 2

for any two distinct XA,XB ∈ S, then the homomorphism

Hd
c(X) → Hd

c(Xsing)

is surjective if for any finite subset {XA1 , . . . ,XAn} of S, the homomorphism

Hd
c(X) → Hd

c(X
A1) ⊕ · · · ⊕ Hd

c(X
An)

is surjective.

Proposition 3.5 will follow easily from the following observation.
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Lemma 3.6. Let Y be a CW -complex with a covering Y = ∪α∈ΛYα by

subcomplexes. Let Z ⊆ Y be a subcomplex and assume that whenever α 6=
β ∈ Λ, Yα ∩ Yβ ⊆ Z. Then there is an isomorphism of compactly supported

cochain complexes

C∗
c (Y,Z)

∼=
→
⊕

α∈Λ

C∗
c (Yα, Z ∩ Yα).

Proof. As each Yα is a subcomplex of Y we have restriction maps

C∗
c (Y,Z) → C∗

c (Yα, Z ∩ Yα).

For each f ∈ C∗
c (Y,Z), any σ in the support of f belongs to just one of the

sets Yα and since we are working with compactly supported cochains, we
deduce that f vanishes when restricted to almost all Yα’s, so we get

φ : C∗
c (Y,Z) →

⊕

α∈Λ

C∗
c (Yα, Z ∩ Yα).

We will construct an inverse to this map. Let

⊕α∈Λfα ∈
⊕

α∈Λ

C∗
c (Yα, Z ∩ Yα)

be a sum of compactly supported cochain maps and define

ψ(⊕α∈Λfα)(σ) =

{
fα(σ), if there is a unique α ∈ Λ so that σ ∈ Yα

0 otherwise.

It is not difficult to verify that this gives a well-defined chain map ψ, and
that ψ and φ are inverses of each other. �

Proof of Proposition 3.5. Letting

Z =
⋃

XA 6=XB∈S

(XA ∩XB),

the chain isomorphism of Lemma 3.6 implies that

H∗
c(Xsing, Z) =

⊕

XA∈S

H∗
c(X

A, Z ∩XA).

Now, the long exact sequence

. . . → Hd−1
c (Z) → Hd

c(Xsing, Z) → Hd
c(Xsing) → Hd

c(Z) → . . .

of the pair (Xsing, Z), together with the fact that dimZ ≤ d− 2, imply that

Hd
c(Xsing, Z) = Hd

c(Xsing). By exactly the same reason we have Hd
c(X

A, Z ∩
XA) = Hd

c(X
A) for any XA ∈ S. We conclude that the inclusions XA → X,

for XA ∈ S, induce an isomorphism

Hd
c(Xsing)

∼=
−→

⊕

XA∈S

Hd
c(X

A)

which implies the proposition. �
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In almost all cases of interest where Corollary 3.4 does not apply, we will
be able to use the following corollary.

Corollary 3.7. With the same notation as above, suppose that

(1) dim(SA) ≤ vcd(Γ) for every non-central finite order element A ∈ Γ,

(2) dim(SA ∩ SB) ≤ vcd(Γ) − 2 for any two distinct SA, SB ∈ S, and

(3) for any finite set of non-central finite order elements A1, . . . , Ar ∈ Γ
with SAi 6= SAj for i 6= j, dim(SAi) = vcd(Γ), and such that CΓ(Ai)
is a cocompact lattice in CG(Ai), there exists a rational flat F in S
that intersects SA1 in exactly one point and is disjoint from SAi for

i ∈ {2, . . . , r}.

Then vcd(Γ) = cd(Γ).

Proof. By Propositions 3.3 and 3.5, it suffices to show that for any finite set
of pairwise distinct elements XA1 , . . . ,XAr ∈ S, the map

Hvcd(Γ)
c (X) → Hvcd(Γ)

c (XA1) ⊕ · · · ⊕ Hvcd(Γ)
c (XAr )

is surjective. Since vcd(CΓ(Ai)) = dim(SAi)− rankQ(CΓ(Ai)) ≤ vcd(Γ) and

dim(SAi) ≤ vcd(Γ), the fact that H
vcd(Γ)
c (XA1) 6= 0 implies that dim(XAi) =

vcd(Γ) and rankQ(CΓ(Ai)) = 0; in particular, CΓ(Ai) is a cocompact lattice
in CG(Ai). Therefore it suffices to show that for any finite set of pairwise
distinct elements XA1 , . . . ,XAr ∈ S such that dim(XAi) = vcd(Γ) and
CΓ(Ai) is a cocompact lattice in CG(Ai), the map

(3.1) Hvcd(Γ)
c (X) → Hvcd(Γ)

c (XA1) ⊕ · · · ⊕ Hvcd(Γ)
c (XAr )

is surjective. Let XA1 , . . . ,XAr ∈ S be such a collection of elements and

note that H
vcd(Γ)
c (XAi) ∼= Z for every i ∈ {1, . . . , r} by Poincaré duality. So

it is enough to show that

(1, 0, . . . , 0) ∈ Hvcd(Γ)
c (XA1) ⊕ · · · ⊕ Hvcd(Γ)

c (XAr)

lies in the image of the map (3.1). To this end, let F be a rational flat
in X that intersects XA1 in exactly one point and is disjoint from XAi for
i ∈ {2, . . . , r}. Letting q equal the Q-rank of Γ (i.e. rankQ(G)), one checks
using Proposition 2.12 and Poincaré-Lefschetz duality that

Z ∼= Hq(F, ∂F ) → Hq(X,∂X) ∼= Hvcd(Γ)
c (X) →

→ Hvcd(Γ)
c (XA1) ⊕ · · · ⊕ Hvcd(Γ)

c (XAr ) ∼= Zr

sends 1 to (1, 0, . . . , 0), finishing the proof. �

Corollary 3.4 and Corollary 3.7 will suffice to prove that cd(Γ) = vcd(Γ)
for every lattice Γ in one of the Lie groups G considered in the main theorem
other than G = SL3 R. The proof in this particular case will rely on the
following proposition.
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Proposition 3.8. With the same notation as above, assume that for every

finite subgroup H of Γ that properly contains the center of Γ, one has

Hn
c (XH ,XH

sing) = 0

for every n ≥ vcd(Γ). Then vcd(Γ) = cd(Γ).

Proof. Recall that F is the collection of finite subgroups of Γ that contain
the center of Γ. Define the length l(H) of a finite subgroup H of Γ to be
the largest integer m > 0 such that there is a strictly ascending chain of
subgroups

Z(Γ) = H0 ( H1 ( . . . ( Hm = H.

where Z(Γ) is the center of Γ. Note that since Γ is virtually torsion-free,
there is a uniform bound on the length of finite subgroups of Γ. Hence, the
number

l = max{l(H) | H ∈ F}

is finite. We use the notion of length to filter Xsing as follows. For each
i ∈ {0, . . . , l}, define

Xi =
⋃

H∈Fs.t.
l(H)=i

XH .

Note that since XL ⊆ XH whenever H is a subgroup of L, we have
X1 = Xsing and

Xl ⊆ Xl−1 ⊆ . . . ⊆ Xi+1 ⊆ Xi ⊆ . . . ⊆ X1 ⊆ X0 = X.

If H1 and H2 are two distinct finite subgroups of Γ of maximal length l,
then XH1 ∩XH2 = X〈H1,H2〉 = ∅, since 〈H1,H2〉 must be an infinite group.
Therefore Xl is a disjoint union of spaces of the form XH with l(H) = l.
Since XH

sing is empty when l(H) = l we obtain

(3.2) Hn
c (Xl) =

⊕

l(H)=l

Hn
c (XH) =

⊕

l(H)=l

Hn
c (XH ,XH

sing) = 0.

for every n ≥ vcd(Γ). Since for any i ∈ {1, . . . , l} and each finite subgroup
H ∈ F of length l(H) = i− 1

XH ∩Xi = XH
sing,

Lemma 3.6 implies that

(3.3) H∗
c (Xi−1,Xi) =

⊕

l(H)=i−1

H∗
c (XH ,XH

sing).

We claim that for any i ∈ {1, . . . , l} and n ≥ vcd Γ, we have Hn+1
c (X,Xi) =

0. To prove this claim, we argue by induction starting at Xl and going down.
The long exact sequence of the pair (Xl,X) together with (3.2) implies that
Hn+1

c (X,Xl) = 0. Proceeding inductively, assume that Hn+1(X,Xi) = 0.
Now the long exact sequence of the triple (X,Xi−1,Xi) together with (3.3)
implies that Hn+1

c (X,Xi−1) = 0, proving the claim. Since X1 = Xsing we
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have Hn+1
c (X,Xsing) = 0 for all n ≥ vcd(Γ). The proposition now follows

from Theorem 3.2. �

4. Classical Lie groups

In this section we recall the definitions of the classical Lie groups and
discuss a few well-known facts about their maximal compact subgroups and
ranks. There are many references for this material, see for example [18].

We begin by introducing some notation which we will keep using through-
out the whole paper. We denote the transpose of a matrix A by At. If A is
a complex (resp. quaternionic) matrix, we denote by A∗ its conjugate trans-
pose. Accordingly, we sometimes denote the transpose At of a real matrix
A by A∗. Now consider the block matrices

Idn =




1
. . .

1


 , Jn =

(
Idn

− Idn

)
, Qp,q =

(
− Idp

Idq

)

where the empty blocks are zero. If the dimensions are understood, then we
will drop them from our notations. The following groups are known as the
classical (non-compact) simple Lie groups

SL(n,C) = {A ∈ GL(n,C)|detA = 1} n ≥ 2

SO(n,C) = {A ∈ SL(n,C)|AtA = Id} n ≥ 3, n 6= 4

Sp(2n,C) = {A ∈ SL(2n,C)|AtJnA = Jn} n ≥ 1

SL(n,R) = {A ∈ GL(n,R)|detA = 1} n ≥ 2

SL(n,H) = {A ∈ GL(n,H)|detA = 1} n ≥ 2

SO(p, q) = {A ∈ SL(p+ q,R)|A∗Qp,qA = Qp,q} 1 ≤ p ≤ q, p+ q ≥ 3

SU(p, q) = {A ∈ SL(p + q,C)|A∗Qp,qA = Qp,q} 1 ≤ p ≤ q, p+ q ≥ 3

Sp(p, q) = {A ∈ GL(p + q,H)|A∗Qp,qA = Qp,q} 1 ≤ p ≤ q, p+ q ≥ 3

Sp(2n,R) = {A ∈ SL(2n,R)|AtJnA = Jn} n ≥ 1

SO∗(2n) = {A ∈ SU(n, n)|AtQn,nJnA = Qn,nJn} n ≥ 2

If k = R,C and G ⊂ GL(n, k) then we let

SG = {A ∈ G|det(A) = 1}

be the set of elements with unit determinant. However, it is important
to know what ‘det’ means because the real determinant of a matrix A ∈
Mn(C) ⊂ M2n(R) is the square of the norm of the complex determinant.
For instance, every unitary matrix has determinant 1 when considered as
a matrix with real coefficients: Un ⊂ SL(2n,R). The reader might also
wonder what is meant by SL(n,H) because a quaternionic endomorphism
has no canonical determinant with values in H. Whenever we write detA for
A ∈ Mn(H) we consider the complex determinant of the image of A under
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the embedding Mn(H) ⊂ M2n(C) obtained through the identification of H
with the following subalgebra of M2(C)

H =

{(
z1 −z̄2
z2 z̄1

)∣∣∣∣z1, z2 ∈ C
}
.

When doing so, we get an identification between SL(n,H) and the group

SU∗(2n) =

{(
Z1 −Z̄2

Z2 Z̄1

)
∈ SL(2n,C)

}
.

Besides the classical (non-compact) Lie groups listed above, the compact
ones are also going to play a key role here. Each of the classical Lie groups
G has a unique maximal compact group K up to conjugacy. They are all
basically constructed out of the following individual groups

SOn = {A ∈ SL(n,R)|A∗A = Id} On = {A ∈ GL(n,R)|A∗A = Id}

SUn = {A ∈ SL(n,C)|A∗A = Id} Un = {A ∈ GL(n,C)|A∗A = Id}

Spn = {A ∈ GL(n,H)|A∗A = Id}.

Note that subindices will be used exclusively for compact groups. For later
use we record here the dimensions of these groups as real Lie groups

dim SOn =
n(n− 1)

2
, dim SUn = n2 − 1, dimSpn = 2n2 + n.

The dimensions of the other compact groups which appear can be computed
easily from these numbers.

Later on we will be interested in the dimensions of classical Lie groups,
their maximal compact subgroups, the dimensions of the associated sym-
metric space G/K and the real rank of G. We organize this data in the
following two tables.

Table 1. Classical Lie groups G, maximal compact sub-
groups K and dimensions as real Lie groups.

G K dim(G) dim(K)
SL(n,C) SUn 2(n2 − 1) n2 − 1

SO(n,C) SOn n(n− 1) n(n−1)
2

Sp(2n,C) Spn 2n(2n + 1) n(2n+ 1)

SL(n,R) SOn n2 − 1 n(n−1)
2

SL(n,H) Spn 4n2 − 1 n(2n+ 1)

SO(p, q) (p ≤ q) S(Op ×Oq)
(p+q)(p+q−1)

2
p2+q2−p−q

2
SU(p, q) (p ≤ q) S(Up ×Uq) (p + q)2 − 1 p2 + q2 − 1
Sp(p, q) (p ≤ q) Spq × Spq (p+ q)(2p + 2q + 1) 2p2 + 2q2 + p+ q

Sp(2n,R) Un 2n2 + n n2

SO∗(2n) Un 2n2 − n n2
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Table 2. Classical groups G, the dimensions of symmetric
space G/K and the real rank of G. Here and in the sequel
[x] stands for the integer part of x.

G dim(G/K) rankR(G)
SL(n,C) n2 − 1 n− 1

SO(n,C) n(n−1)
2

[
n
2

]

Sp(2n,C) n(2n+ 1) n

SL(n,R) n(n−1)
2 + n− 1 n− 1

SL(n,H) 2n2 − n− 1 n− 1
SO(p, q) (p ≤ q) pq p
SU(p, q) (p ≤ q) 2pq p
Sp(p, q) (p ≤ q) 4pq p

Sp(2n,R) n2 + n n
SO∗(2n) n2 − n

[
n
2

]

Armed with the data from Table 2 we get from Lemma 2.11 some lower
bounds for the virtual cohomological dimension of lattices in classical groups.

Proposition 4.1. Let Γ ⊂ G be a lattice.

• If G = SL(n,C), then vcd(Γ) ≥ n2 − n.

• If G = SO(n,C), then vcd(Γ) ≥ n(n−1)
2 −

[
n
2

]
.

• If G = Sp(2n,C), then vcd(Γ) ≥ 2n2.

• If G = SL(n,R), then vcd(Γ) ≥ n(n−1)
2 .

• If G = SL(n,H), then vcd(Γ) ≥ 2n2 − 2n.
• If G = SO(p, q) with p ≤ q, then vcd(Γ) ≥ pq − p.
• If G = SU(p, q) with p ≤ q, then vcd(Γ) ≥ 2pq − p.
• If G = Sp(p, q) with p ≤ q, then vcd(Γ) ≥ 4pq − p.
• If G = Sp(2n,R), then vcd(Γ) ≥ n2.

• If G = SO∗(2n), then vcd(Γ) ≥ n2 − n−
[

n
2

]
.

In all cases equality happens if and only if rankQ(Γ) = rankR(G). �

Also, recall that by Corollary 2.8 we have vcd(Γ) = gd(Γ) for every lattice
Γ in a group with real rank 1. Hence, we obtain the following.

Corollary 4.2. If Γ is a lattice in

• SO(1, q), SU(1, q) or Sp(1, q) for some q, or in

• SL(2,C), SO(3,C), Sp(2,C), SL(2,R), SL(2,H), Sp(2,R), SO∗(4),
SO∗(6),

then gd(Γ) = vcd(Γ). �

5. Centralizers in compact groups

In this section we recall how the centralizers of elements in the compact
groups SOn,SUn and Spn look like.
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5.1. Unitary groups. The diagonal subgroup

T =









λ1

. . .

λn




∣∣∣∣∣∣∣
λi ∈ S1






is a maximal torus in Un. Since Un is connected, every element A ∈ Un is
contained in a maximal torus, and since any two maximal tori are conjugate,
it follows that any A ∈ Un can be conjugated to some A′ ∈ T and that
CUn(A) and CUn(A′) are also conjugate.

Given A ∈ T, let λ be an eigenvalue and EA
λ the associated eigenspace.

Note that EA
λ and EA

µ are orthogonal for any two distinct λ 6= µ. Ob-

serve also that each of the eigenspaces EA
λ is invariant under any element

in Un which commutes with A. On the other hand, every element in
Un which preserves the eigenspaces EA

λ commutes with A. Altogether
we get that the centralizer CUn(A) of A consists precisely of those ele-
ments in Un which preserve the eigenspaces EA

λ . If the said eigenspaces

are EA
λ1
, . . . , EA

λr
and dimEA

λi
= di, then again up to conjugation in Un we

can assume that EA
λi

is spanned by the vectors ej in the standard basis

with j ∈ {1 +
∑

k<i dk, . . . ,
∑

k≤i dk}. This just means that any element
centralizing A has a block form




O1

. . .

Or




with Oi a di-square matrix. Altogether we have the following well-known
fact that we state as a lemma for future reference.

Lemma 5.1. The centralizer CUn(A) of any element A ∈ Un is conjugate

within Un to the group Ud1
× · · · ×Udr

where the numbers d1, . . . , dr are the

dimensions of the different eigenspaces of A.

Since any two elements in SUn which are conjugate within Un are also
conjugate within SUn, we also have the corresponding result for special
unitary groups.

Lemma 5.2. The centralizer CSUn(A) of any element A ∈ SUn is conjugate

within SUn to the group S(Ud1
× · · ·×Udr

) where the numbers d1, . . . , dr are

the dimensions of the different eigenspaces of A.

5.2. Special orthogonal group SOn. Since the group SOn is connected,
we can again conjugate any element in SOn into a particular maximal torus
T of our choosing. For n = 2k the group

T =









O1

. . .

Ok




∣∣∣∣∣∣∣
Oi ∈ SO2





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is a maximal torus of SOn. For n = 2k + 1 a maximal torus is the group

T =









O1

. . .

Ok

1




∣∣∣∣∣∣∣∣∣

Oi ∈ SO2





.

In all cases we get that any element in SOn is conjugate to an element of
the form

A =




A1

. . .

Ar

Ids

− Idt




where each Ai is a 2di-square matrix

Ai =




Oi

. . .

Oi




with Oi ∈ SO2 but Oi 6= ± Id and such that Oi 6= Oj for i 6= j. Any element
in On which commutes with A preserves these blocks, meaning that

COn(A) = CO2d1
(A1) × · · · × CO2dr

(Ar) × Os ×Ot

Observing that the element Ai ∈ SO2di
preserves an (essentially unique)

complex structure on R2di , one deduces that every element which commutes
with it has to also preserve it. This means that in fact, if we take the
usual identification between Cdi and R2di we have that CO2di

(Ai) = Udi
.

Altogether we have the following.

Lemma 5.3. The centralizer CSOn(A) of any element A ∈ SOn is conjugate

within SOn to the group S(Ud1
× · · · × Udr

×Os ×Ot) where s and t are

respectively the dimensions of the ±1-eigenspaces and where n = 2d1 + · · ·+
2dr + s+ t.

5.3. Compact symplectic groups Spn. The matrix

Ĵn =




J1

. . .

J1


 =




0 1
−1 0

. . .

0 1
−1 0




is conjugate within U2n to Jn by a matrix with real values. In particular,
we obtain that the compact symplectic group Spn = Sp(2n,C) ∩ U2n is
conjugate within U2n to the group

Ŝpn = {A ∈ U2n |A
tĴnA = Ĵn}
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This later incarnation of the compact symplectic group has some advan-
tages. For instance, it is easier to see it as a subgroup of the group of
automorphisms of n-dimensional quaternionic space Hn (where we multiply
scalars in Hn from the right). Indeed, recalling the standard identification
of the quaternions H with the following subalgebra of M2(C)

H =

{(
z −w̄
w z̄

)∣∣∣∣z,w ∈ C
}
,

we get an identification

GL(n,H) =









q1,1 . . . q1,n

...
. . .

...
qn,1 . . . qn,n


 ∈ GL(2n,C)

∣∣∣∣∣∣∣
qi,j ∈ H





.

Noting that H consists exactly of those elements A ∈M2C with J1A = ĀJ1,

and taking into account that for every A ∈ Ŝp2n we have at the same time

that A∗ = A−1 and that AtĴnA = Ĵn, one gets that Ŝpn ⊂ GLn H. Hoping

that no confusion will occur, we will from now on denote both versions, Ŝpn

and Spn, of the compact symplectic group by the same symbol Spn.
After these preliminary remarks we proceed as above. As in the previous

cases, the connectedness of Spn implies that every element in Spn can be
conjugated into any maximal torus. In this case a maximal torus is given
by the group

T =









λ1 0
0 λ̄1

. . .

λn 0
0 λ̄n




∣∣∣∣∣∣∣∣∣∣∣

λi ∈ C with |λi| = 1






.

This implies in particular that if λ is an eigenvalue of A, then λ̄ is also an
eigenvalue. For any eigenvalue λ let

(5.1) Vλ = Eλ + Eλ̄

be the sum of the eigenspaces corresponding to λ, λ̄. This is a direct sum
unless λ = ±1. We recall a few properties of the spaces Vλ.

• Vλ is a quaternionic subspace of Hn.
• For λ 6= µ, µ̄, the spaces Vλ and Vµ are orthogonal with respect to

the standard unitary scalar product of C2n.
• The symplectic form (v,w) 7→ vtJnw (resp. (v,w) 7→ vtĴnw) on C2n

restricts to a non-degenerate symplectic form on each Vλ.
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In particular, every element in Spn which centralizes A restricts to an
element in Sp(Vλ) for each eigenvalue λ. It follows that if denote the eigen-
values of A by λ1, . . . , λr, let 2di = dimVλi

and set

(5.2) Λi =




λi 0
0 λ̄i

. . .

λi 0
0 λ̄i




∈ Spdi

we get that the centralizer of A in Spn can be conjugated within Spn to

CSpn
(A)

conj.

≃ CSpd1

(Λ1) × · · · × CSpdr
(Λr)

Continuing with the same notation, suppose that λi is not real. In this
case the element Λi is not central in GL(di,H). In fact, its centralizer is
the subgroup consisting of quaternionic matrices with coefficients in the
subalgebra

C =

{(
z 0
0 z̄

)∣∣∣∣z ∈ C
}

⊂ H.

It follows that the centralizer of Λi in GL(di,H) is the subgroup GL(di,C),
which leads to

CSpdi
(Λi) ≃ Udi

.

All this implies the following.

Lemma 5.4. The centralizer CSpn
(A) of any element A ∈ Spn is isomorphic

to the group Ud1
× · · · × Udr

× Sps × Spt where s and t are respectively the

dimensions of the ±1-eigenspaces and where n = d1 + · · · + dr + s+ t.

For later use, we remark that with the same notation as in Lemma 5.4
we also have

CGL(n,H)(A) ≃ GL(d1,C) × · · · × GL(dr,C) × GL(s,H) × GL(t,H).

6. Easy cases

In this section we will prove that cd(Γ) = vcd(Γ) for any lattice Γ in
a classical group belonging to one of the following 8 families: SL(n,C),
SO(n,C), Sp(2n,C), SL(n,H), SU(p, q), Sp(p, q), Sp(2n,R), SO∗(2n).

The cases treated here are relatively simple because in all of them we
have that the dimension of the fixed point set SA of any non-central element
A ∈ Γ is smaller than the virtual cohomological dimension of Γ. This implies
that the desired conclusion follows from Corollary 3.4. As before, S is the
symmetric space associated to the simple Lie group containing Γ.
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6.1. Complex special linear group SL(n,C). Consider the symmetric
space S = SL(n,C)/SUn and let A ∈ SL(n,C) be a non-central finite or-
der element. The matrix A can be conjugated into the maximal compact
subgroup SUn. Moreover, we get from Corollary 2.2 that

dimSA = dimCSUn(A)

where the dimension is that of the centralizer as a real Lie group. Now, by
Lemma 5.2 we have that up to conjugation in SUn

CSUn(A) = S(Ud1
× · · · × Udr

)

where
∑r

i=1 di = n and where r ≥ 2 as A is not central. It follows that

dimCSUn(A) = −1 +
∑

i

dim Udi
= −1 +

∑

i

d2
i

Now, for A non-central, this quantity is maximized if r = 2 and d1 = 1,
meaning that

dimSA = dimCSUn
(A) ≤ (n− 1)2

Now, if Γ ⊂ SL(n,C) is a lattice we have that

vcd(Γ) ≥ n2 − n = (n− 1)2 + (n− 1)

by Proposition 4.1. Corollary 3.4 applies and we obtain the following.

Lemma 6.1. If Γ is a lattice in SL(n,C) for n ≥ 2, then cd Γ = vcd(Γ). �

6.2. Complex special orthogonal groups SO(n,C). As always we de-
note by S = SO(n,C)/SOn the relevant symmetric space. Any finite order
element A ∈ SO(n,C) can be conjugated into the maximal compact sub-
group SOn, and again we obtain from Corollary 2.2 that

dimSA = dimCSOn(A).

From Lemma 5.3 one gets that CSOn
(A) is conjugate within SOn to the group

S(Ud1
× · · · × Udr

×Os ×Ot) where s and t are respectively the dimensions
of the ±1-eigenspaces and where n = 2d1 + · · ·+ 2dr + s+ t. It follows that

(6.1) dimCSOn
(A) =

r∑

i=1

d2
i +

s(s− 1)

2
+
t(t− 1)

2

It is easy to see that as long as n ≥ 5, this quantity is maximal only if r = 0
and either s or t is equal to 1, meaning that

dimSA ≤
(n− 1)(n − 2)

2
=
n(n− 3)

2
+ 1 if n ≥ 5.

Now, if Γ ⊂ SO(n,C) is a lattice then we have that

vcd(Γ) ≥
n(n− 2)

2
by Proposition 4.1. Taken together, these two inequalities imply that, as
long as n ≥ 5, the assumption of Corollary 3.4 is satisfied.

Lemma 6.2. If n ≥ 5 and Γ ⊂ SO(n,C) is a lattice, then cd Γ = vcd(Γ). �
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6.3. Complex symplectic group Sp(2n,C). Once more we have that ev-
ery finite order element A ∈ Sp(2n,C) can be conjugated into the maximal
compact group Spn, and again we get from Corollary 2.2 that

dimSA = dimCSpn
(A)

where S = Sp(2n,C)/Spn is the symmetric space of Sp(2n,C). From
Lemma 5.4 we get that CSpn

(A) is isomorphic to a group of the form

Ud1
× · · · × Udr

× Sps × Spt

where s and t are respectively the dimensions of the ±1-eigenspaces and
where n = d1 + · · · + dr + s + t. Moreover, A is non-central if and only if
s, t 6= n. Computing dimensions we get that

dimCSpn
(A) =

r∑

i=1

d2
i + 2s2 + s+ 2t2 + t

Now, assuming that A is non-central, it is not hard to check that this ex-
pression is maximal if r = 0, s = n− 1 and t = 1, meaning that

dimSA ≤ 2n2 − 3n+ 4

From Proposition 4.1 we get the lower bound vcd(Γ) ≥ 2n2 for any lattice
Γ ∈ Sp(2n,C), meaning that again Corollary 3.4 applies and yields the
following.

Lemma 6.3. If n ≥ 2 and Γ ⊂ Sp(2n,C) is a lattice, then vcd(Γ) =
cd Γ. �

6.4. Quaternionic special linear group SL(n,H). As always we can con-
jugate every finite order element A ∈ SL(n,H) into the maximal compact
subgroup Spn. As mentioned after Lemma 5.4 we have

CGL(n,H)(A) ≃ GL(d1,C) × · · · × GL(dr,C) × GL(s,H) × GL(t,H)

for each A ∈ Spn. Note also that A is non-central if and only if s, t 6= n.
From this, Proposition 2.1 and Lemma 5.4 we obtain that

dimSA ≤ d2
1 + · · · + d2

r + 2s2 − s+ 2t2 − t− 1

where S = SL(n,H)/Spn is the relevant symmetric space. This quantity is
maximal if r = 0 and (s, t) = (1, n − 1) or (s, t) = (n− 1, 1), meaning that

dimSA ≤ 2n2 − 5n + 3.

On the other hand Proposition 4.1 yields the lower bound vcd(Γ) ≥ 2n2−2n
for any lattice Γ ∈ SL(n,H), which means that again Corollary 3.4 implies
the following

Lemma 6.4. For every lattice Γ in SL(n,H) we have vcd(Γ) = cd Γ.
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6.5. Indefinite unitary group SU(p, q). Any finite order element A ∈
SU(p, q) can be conjugated into the maximal compact subgroup S(Up ×Uq),
so we can assume that A in contained in S(Up ×Uq) from the start. Note
that if λ is an eigenvalue of A, then for the eigenspace Eλ we have

Eλ = (Eλ ∩ (Cp × {0})) ⊕ (Eλ ∩ ({0} × Cq)).

This means that the hermitian form (v,w) 7→ v̄tQp,qw induces a hermitian
form on Eλ of signature (dimCEλ ∩ (Cp ×{0}),dimCEλ ∩ ({0}×Cq)). This
latter form is preserved by any element in SU(p, q) preserving Eλ, and hence
in particular by the centralizer of A. Taking all this together we deduce that,
up to conjugation,

CSU(p,q)(A) = S(U(p1, q1) × · · · × U(pr, qr))).

where p =
∑
pi and q =

∑
qi. Together with Lemma 5.2 this implies that

dimSA ≤
r∑

i=1

2piqi

where S = SU(p, q)/S(Up ×Uq). If A is non-central we have that r ≥ 2 and
hence

dimSA ≤ 2p(q − 1).

Since we have by Proposition 4.1 that vcd(Γ) ≥ 2pq − p for any lattice
Γ ⊂ SU(p, q), we get the following from Corollary 3.4.

Lemma 6.5. Let p ≥ 2. If Γ is a lattice in SU(p, q) then vcd(Γ) = cd Γ. �

6.6. Indefinite quaternionic unitary group Sp(p, q). Arguing as usual,
note that any finite order A ∈ Sp(p, q) ⊂ GL(2p + 2q,C) can be conjugated
into the maximal compact subgroup Spp × Spq ⊂ U2p ×U2q. So we can
assume that A is contained in Spp × Spq ⊂ U2p ×U2q to begin with. As in
the case of SU(p, q) note that if λ ∈ C is an eigenvalue of A, then for the
eigenspace Vλ as in (5.1) we have

Vλ = (Vλ ∩ (Hp × {0})) ⊕ (Vλ ∩ ({0} × Hq)).

This again implies that the hermitian form (v,w) 7→ v̄tQp,qw induces a
hermitian form on Vλ of signature

(dimH Vλ ∩ (Hp × {0}),dimH Vλ ∩ ({0} × Hq)).

This latter form is preserved by any element in Sp(p, q) preserving Vλ, and
hence in particular by the centralizer of A. Taking all of this together and
using the same notation as in (5.2), we have that CSp(p,q)(A) is conjugate to

CSp(p,q)(A) = CSp(p1,q1)(Λ1) × · · · × CSp(pr ,qr)(Λr) × Sp(ps, qs) × Sp(pt, qt)

where

• λ1, λ̄1, . . . , λr, λ̄r are the complex non-real eigenvalues of A,
• p = ps + pt +

∑
pi and q = qs + qt +

∑
qi.
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Compare with Lemma 5.4. Taking into account that

CSp(pi,qi)(Λi) = Sp(pi, qi) ∩ CGL(pi+qi,H)(Λi)

= Sp(pi, qi) ∩ GL(pi + qi,C)

= SU(pi, qi)

we have that

CSp(p,q)(A) = SU(p1, q1) × · · · × SU(pr, qr) × Sp(ps, qs) × Sp(pt, qt)

meaning that

dimSA ≤ 4psqs + 4ptqt +
r∑

i=1

2piqi

where S = Sp(p, q)/Spp × Spq. IfA is non-central we have that ps+qs 6= p+q
and pt + qt 6= p+ q and hence that

dimSA ≤ 4p(q − 1).

Since we have by Proposition 4.1 that vcd(Γ) ≥ 4pq − p for any lattice
Γ ⊂ Sp(p, q), we get the following from Corollary 3.4.

Lemma 6.6. Let p ≥ 2. If Γ is a lattice in Sp(p, q) then vcd(Γ) = cd Γ. �

6.7. Real symplectic group Sp(2n,R). The maximal compact subgroup
of Sp(2n,R) is Un, which arises by first identifying R2n with Cn and then
setting

(6.2) Un = Sp(2n,R) ∩ GL(n,C).

This means that the eigenspaces of any A ∈ Un are complex and hence
symplectic. Any such A can be conjugated to have the form

(6.3) A =




λ1 Idd1

. . .

λr Iddr




where Iddk
is a dk-by-dk complex identity matrix and λj 6= λk for all j 6= k.

Note that n =
∑r

i=1 di. From here we get that

(6.4) CSp(2n,R)(A) = CSp(2d1,R)(λ1 Idd1
) × · · · × CSp(2dr ,R)(λr Iddr

).

Now, observing that CGL(2di,R)(λi Iddi
) = GL(di,C) whenever λi /∈ R we

get from (6.2) that CSp(2di,R)(λi Iddi
) ⊂ Udi

. This means that the only
non-compact factors in CSp(2n,R)(A) correspond to the eigenvalues ±1. Al-
together we have that

(6.5) dimSA = t2 + t+ s2 + s

where t and s are the complex dimensions of the ±1-eigenspaces and where
S = Sp(2n,R)/Un. It follows that for any A ∈ Sp(2n,R) of finite order and
non-central, i.e. if both s, t < n, this quantity is maximized if and only if
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either s or t is equal to n − 1 and the other to 1. In other words, we have
that

dimSA ≤ n2 − n+ 2.

Since Proposition 4.1 yields vcd(Γ) ≥ n2, we obtain the following from
Corollary 3.4.

Lemma 6.7. If n ≥ 3 and Γ ⊂ Sp(2n,R) is a lattice, then vcd(Γ) =
cd Γ. �

6.8. The group SO∗(2n). Recall that

SO∗(2n) = {A ∈ SU(n, n)|AtQn,nJnA = Qn,nJn}

has as maximal compact subgroup
{(

A
Ā

)∣∣∣∣A ∈ Un

}
≃ Un .

Similar considerations as before imply that if A ∈ Un has complex non-real
eigenvalues λ1, λ̄1, . . . , λr, λ̄r then

CSO∗(2n)(A) ≃ SO∗(2d1) × · · · × SO∗(2dr) × SO∗(s) × SO∗(t)

where di = dimCEλi
is the complex dimension of the eigenspace corre-

sponding to the eigenvalue λi and where s (resp. t) is the dimension of the
eigenspaces corresponding to the eigenvalue 1 (resp. −1). This means that

dimSA = −n+
s2

4
+
t2

4
+

r∑

i=1

d2
i

where this time S = SO∗(2n)/Un. As usual this is maximized (for non-
central A) by a sum with as few factors as possible, meaning that

dimSA ≤ 1 + (n − 1)2 − n = n2 − n− 2(n − 1).

Since n ≥ 2 by assumption, and since Proposition 4.1 yields vcd(Γ) ≥ n2 −
n− n

2 , we get the following from Corollary 3.4.

Lemma 6.8. For every lattice Γ in SO∗(2n) we have vcd(Γ) = cd Γ.

7. Real special linear group SL(n,R)

After the results in the previous section there are two families of classical
groups to be dealt with: SL(n,R) and SO(p, q). Since the discussion is
longer for these two classes of groups, we treat them in different sections.
We prove now that cd(Γ) = vcd(Γ) for any lattice Γ in SL(n,R) for n ≥ 3.
Note that all these lattices are arithmetic because rankR ≥ 2.

We start in the same way that we did in each of the particular cases
in Section 6. Every A ∈ SL(n,R) that is non-central and has finite order
can be conjugated into the maximal compact group SOn. Now, the same
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considerations as earlier yield that there are dt, ds, d1, . . . , dr with dt + ds +
2d1 + · · · + 2dr = n such that

CSL(n,R)(A) = S

(
GL(dt,R) × GL(ds,R) ×

r∏

i=1

GL(di,C)

)

where d± is the dimension of the eigenspace of A associated to the eigenvalue
±1; compare with Lemma 5.3. From here we get that

(7.1) dimSA = −1 +
dt(dt − 1)

2
+ dt +

ds(ds − 1)

2
+ ds +

r∑

i=1

d2
i

where S = SL(n,R)/SOn is the relevant symmetric space. Moreover, since
A is non-central we have that dt, ds 6= n. This means that this formula takes
its maximal values if dt = n− 1, ds = 1 and r = 0. We have thus that

(7.2) dimSA ≤
(n− 1)(n − 2)

2
+ n− 1 =

n(n− 1)

2
with equality if and only if A is conjugate to

A
conj

≃

(
− Idn−1

1

)
= Qn−1,1

We deduce the following.

Lemma 7.1. Let Γ ⊂ SL(n,R) be a lattice such that either Γ does not

contain any element conjugate to Qn−1,1 or vcd(Γ) > n(n−1)
2 . Then cd Γ =

vcd(Γ).

Proof. From (7.2) we get that dimSA ≤ n(n−1)
2 for every A ∈ Γ non-central.

Moreover the inequality is strict if A is not conjugate to Qn−1,1. As for any

lattice Γ we have vcd(Γ) ≥ n(n−1)
2 by Proposition 4.1, we get under either

condition in Lemma 7.1 that dimSA < vcd(Γ) for all A ∈ Γ non-central and
of finite order. The claim then follows from Corollary 3.4. �

We will apply Corollary 3.7 to deal with the case that vcd(Γ) = n(n−1)
2 ,

but first we need some preparatory work. As a first step, we bound the
dimension of the intersection of distinct fixed point sets. Our aim is to
check that the hypothesis of Corollary 3.7 hold true so we only have to
consider fixed point subsets in

S = {SH | H ∈ F non-central and ∄H ′ ∈ F non-central with SH ( SH′

}.

Observe that for any SH ∈ S we have SH = SA for some non-central finite
order element A and that if we have distinct SA, SB ∈ S then SA * SB and

SB * SA.

Lemma 7.2. Suppose that n ≥ 4. If SA, SB are distinct elements in S,

then

dimS〈A,B〉 = dim(SA ∩ SB) ≤
n(n− 1)

2
− 2

where 〈A,B〉 is the subgroup of SOn generated by A and B.
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Proof. Assume first that both A and B are conjugate to Qn−1,1. Consider
then the direct sum decompositions Rn = V ⊕ L and Rn = V ′ ⊕ L′ whose
factors are the eigenspaces of A and B respectively, so that dimL = dimL′ =
1. Note that, as long as SA ∩ SB 6= ∅, we have L 6= L′ and V 6= V ′ because
A 6= B. Any matrix which commutes with A and with B has to preserve
the direct sum decomposition

Rn = (V ∩ V ′) ⊕ L⊕ L′

which means that the common centralizer CSL(n,R)(〈A,B〉) of A and B is
conjugate to S(GL(n− 2,R) × R∗ × R∗). This implies that

dimS〈A,B〉 =
n(n− 1)

2
+ 2 − n ≤

n(n− 1)

2
− 2

as we claimed.
Assume now that A is not conjugate to Qn−1,1. Then we get from (7.1)

that

dimSA ≤
n(n− 1)

2
− 1.

As SA * SB, S〈A,B〉 = SA ∩SB ( SA. Then the fact that S〈A,B〉 is a closed

submanifold of the connected manifold SA implies that

dimS〈A,B〉 < dimSA ≤
n(n− 1)

2
− 1

so we are done. �

We remark that the lemma above also holds for matrices in On.

Equation (7.2) and Lemma 7.2 imply that the first two conditions in
Corollary 3.7 are satisfied as long as n ≥ 4. To be able to check the third
condition we need to construct appropriate flats in the symmetric space
S = SL(n,R)/SOn. Identify S with the space of unimodular positive definite
quadratic forms on Rn, suppose that A ∈ SL(n,R) is conjugate to Qn−1,1,
and let

Rn = L⊕ V, dimL = 1 and dimV = n− 1

be the decomposition of Rn as direct sum of the eigenspaces of A. The fixed
point set SA of A consists of those unimodular scalar products on Rn with
respect to which the line L is orthogonal to the subspace V . To describe a
maximal flat start with a direct sum decomposition

Rn = P1 ⊕ · · · ⊕ Pn

where each Pi has dimension 1. The flat F is the set of unimodular forms
with respect to which the lines P1, . . . , Pn are mutually orthogonal. Note
that general position of the direct sum decompositions L⊕V and P1⊕· · ·⊕Pn

implies that the corresponding fixed point set SA and flat F are also in
general position with respect to each other.
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Proposition 7.3. Suppose that A1, . . . , Ar ∈ SL(n,R) are such that Ai is

conjugate to Qn−1,1 for all i and such that SAi 6= SA1 for all i 6= 1. Then

there is a maximal flat F ⊂ S and an open neighborhood U of Id ∈ SL(n,R)
such that for all g ∈ U we have

(1) gF intersects SA1 transversely in a point, and

(2) gF is disjoint from SAi for i ∈ {2, . . . , r}.

Proof. To begin with note that F and SA1 have complementary dimensions.
In particular, to have a single transversal intersection is stable under small
perturbations. In other words, (1) is automatically satisfied by every gF
with g in some open neighborhood of Id if it is satisfied by F itself.

To find a maximal flat F which, even after small perturbations, is disjoint
from SAi for i = 2, . . . , r we will use the following observation.

Lemma 7.4. Suppose V is a hyperplane in Rn and let u, v1, . . . , vn be vectors

in the same component of Rn \ V . Suppose also that v1, . . . , vn are linearly

independent and that u does not belong to the convex cone R+v1+· · ·+R+vn.

Then there is no scalar product with respect to which u is orthogonal to V
and v1, . . . , vn are orthogonal to each other.

Proof. Suppose that there is such a scalar product and note that up replacing
the vectors by positive multiples we may assume without loss of generality
that all the vectors u, v1, . . . , vn have unit length. Let E be the hemisphere
of Sn \ V centred at u. Now, each vi ∈ E and this means that u belongs to
the ball in Sn of radius π

2 centred at vi. In other words, u belongs to the
spherical triangle with vertices vi which means exactly that u belongs to the
cone R+v1 + · · · + R+vn. �

Continuing with the proof of Proposition 7.3 and with the notation of
Lemma 7.4, suppose that A ∈ SL(n,R) is conjugate to Qn−1,1 with asso-
ciated direct sum decomposition Rn = V ⊕ Ru, and let F be the flat in S
corresponding to the direct sum decomposition Rv1 ⊕ · · · ⊕ Rvn. The non-
existence of a scalar product with respect to which these two direct sum
decompositions are orthogonal implies that SA∩F = ∅. In fact, noting that
once V and u are fixed, the condition in Lemma 7.4 on the vectors v1, . . . , vn

is open, we also get that SA ∩ gF = ∅ for every g ∈ SL(n,R) near Id.
Suppose now that A1, . . . , Ar are as in the statement of the proposition,

let Rn = Vi ⊕Li be the associated direct sum decompositions with dimLi =
1 and let ui ∈ Li be a non-trivial vector. The upshot of the preceding
discussion is that Proposition 7.3 follows once we can find a basis v1, . . . , vn

of Rn in general position with respect to Vi⊕Li for all i = 1, . . . , r such that

(i) there is a scalar product with respect to which both direct sum
decompositions Rv1⊕· · ·⊕Rvn and V1⊕L1 are orthogonal, but that

(ii) for each i = 2, . . . , r we have that ui /∈ ǫi1R+v1 + · · ·+ ǫinR+vn where
ǫij = ±1 is chosen so that ui and ǫijvj are on the same side of Rn \Vi.
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To find the desired basis consider the projection π : Rn → V1 with kernel
L1. We choose a line ℓ ⊂ V1 with ℓ 6= π(Li) for i = 2, . . . , r. Moreover, if
Vi 6= V1 we assume that ℓ 6⊂ Vi.

Up to a change of coordinates we can assume that L1 and V1 are orthog-
onal with respect to the standard scalar product 〈·, ·〉, that ℓ is spanned by
the first vector e1 of the standard basis, and that L1 is spanned by e2. For
λ > 0 consider the linear map Φλ : Rn → Rn whose matrix with respect to
the standard basis e1, . . . , en is given by the diagonal matrix

Φλ =




λ2

λ
1

. . .

1




and let 〈·, ·〉λ be the unique scalar product with Φ∗
λ〈·, ·〉λ = 〈·, ·〉. Choose

now an 〈·, ·〉-orthonormal basis v1
1 , . . . , v

1
n in general position with respect to

the direct sum decompositions Rn = Vi ⊕ Li for i = 1, . . . , r and with

〈v1
j , e1〉 > 0 for all j = 1, . . . , n.

For λ > 1 sufficiently large the 〈·, ·〉λ-orthonormal basis vλ
1 , . . . , v

λ
n given by

vλ
j = Φλ(v1

j )

has the desired properties. We leave the details to the reader. �

We are now ready to conclude the proof that Bredon cohomological di-
mension equals virtual cohomological dimension for lattices in SL(n,R) as
long as n ≥ 4.

Lemma 7.5. If n ≥ 4, then cd(Γ) = vcd(Γ) for every lattice Γ ⊂ SL(n,R).

Proof. Assume n ≥ 4. From Lemma 7.1 we already know that the claim
holds for all lattices Γ ⊂ SL(n,R) unless possibly if

d = vcd(Γ) =
n(n− 1)

2
.

Suppose from now on that this is the case, and note that Proposition 4.1
implies that rankQ(Γ) = rankR(SL(n,R)), meaning that maximal rational
flats are actually maximal flats.

From (7.2) and from Lemma 7.2 we get that the first two conditions in
Corollary 3.7 are satisfied. We claim that also the third condition holds as
well. To check that this is the case, suppose that we have A1, . . . , Ar ∈ Γ
of finite order, non-central and with dim(SAi) = vcd(Γ) for all i and with
SAi 6= SAj for all i 6= j. The discussion preceding Lemma 7.1 implies that
each Ai is conjugate in SL(n,R) to Qn−1,1. Proposition 7.3 implies that
there is a maximal flat F and an open neighborhood U of Id ∈ SLn R such
that for all g ∈ U we have

(1) gF intersects SA1 transversely in a point, and
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(2) gF is disjoint of SAi for i ∈ {2, . . . , r}.

Now, Lemma 2.5 implies that we can find g ∈ U such that gF is rational.
This proves that the third condition in Corollary 3.7 is also satisfied, and
thus that vcd(Γ) = cd(Γ). �

The argument we just used does not apply to the case of lattices in
SL(3,R) because there are lattices Γ ⊂ SL(3,R) which contain A,B ∈
SO3 ∩Γ with SA 6= SB and dim(SA ∩ SB) = 2 while vcd(Γ) = 3. In other
words, the second condition in Corollary 3.7 is not satisfied. We deal with
the case of lattices in SL(3,R) now.

Lemma 7.6. If Γ is a lattice in SL(3,R), then we have cd(Γ) = vcd(Γ).

Proof. From Lemma 7.1 we get that the claim holds true except possibly
if vcd(Γ) = 3, which means that the Q-rank of Γ is 2. From Proposition
2.4 we get that Γ contains a subgroup commensurable to SL(3,Z) or to
SO(2, 3)Z. In fact, we deduce from [32, Prop. 6.44 and Prop. 6.48] that
Γ ⊂ SL(3,R) can be conjugated to a lattice commensurable to SL(3,Z).
We may thus suppose that Γ and SL(3,Z) were commensurable to begin
with. This implies that the image of Γ in the center free group PSL(3,C) is
contained in PSL(3,Q), which amounts to saying that every element of Γ is a
real multiple of a matrix in GL(3,C) with rational entries. In particular, the
direct sum decomposition R3 = V ⊕ L corresponding to any element A ∈ Γ
conjugate to Q2,1 is rational. This implies that the 1-parameter group T of
SL(3,C) consisting of linear transformations which restrict to homotheties of
L⊗R C and V ⊗R C is a Q-split torus. Since on the other hand T centralizes
A, it follows that the (reductive) algebraic group CSL(3,C)(A) has Q-rank at
least 1, which yields that the set of integral points CSL(3,Z)(A) does not act

cocompactly on SA, where S is the symmetric space of SL(3,R). Since Γ and
SL(3,Z) are commensurable we get that CΓ(A) does not act cocompactly
on SA either. From the remark following Proposition 2.6 we deduce that
gdCΓ(A) < dimSA and hence cdCΓ(A) ≤ 2 for every element A ∈ Γ which

is conjugate in SL(3,R) to Q2,1. Since dimSA ≤ 2 for every other finite
order element 1 6= A ∈ Γ we get that cdCΓ(A) ≤ 2 < vcd(Γ) for every
non-trivial finite order element A. (Note that the center of Γ is trivial.)

Let F be the collection of the finite subgroups of Γ. It follows from
the above that cdCΓ(H) ≤ 2 < vcd(Γ) for every non-trivial H ∈ F . For
H ∈ F non-trivial, consider ECΓ(H) = XH and the singular set for the
CΓ(H)-action on XH

Y =
⋃

K∈F
H(K⊆CΓ(H)

XK .
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Since cd(CΓ(H)) ≤ 2, it follows from [11, Th. 1.1] that Hn
c (XH , Y ) = 0 for

all n ≥ 3. Now consider the singular set for the Γ-action on X

XH
sing =

⋃

K∈F
H(K⊆Γ

XK .

Let K be a finite subgroup of Γ that strictly contains H but not contained
in CΓ(H). We claim that dimXK ≤ 1. To prove this, first note that there
exist two non-commuting finite order elements of A and B of Γ such that
XK ⊆ X〈A,B〉. So it suffices to show that dimX〈A,B〉 ≤ 1. The group 〈A,B〉
must contain a non-central finite order element that is not conjugate to Q2,1.
Indeed, if A and B are both conjugate to Q2,1 then they both have order 2.
Since A and B do not commute, the product AB is not central and cannot
have order two. Hence AB cannot be conjugate to Q2,1. One checks using

(7.1) that dimSA ≤ 1 for any finite order non-central element A that is not
conjugate to Q2,1. Hence, we have dimX〈A,B〉 ≤ dimXAB ≤ 1 as desired.

We conclude that XH
sing can be obtained from Y be adding cells of dimension

at most 1. This implies that

H2
c(X

H
sing) → H2

c(Y )

is injective and hence that Hn
c (XH ,XH

sing) = 0 for all n ≥ 3. Proposition 3.8

now implies that cd(Γ) = vcd(Γ), as we needed to show. �

8. Indefinite orthogonal group SO(p, q)

Using a similar strategy as in the case of lattices in SL(n,R), we prove
now that lattices Γ in SO(p, q) also satisfy cd(Γ) = vcd(Γ). Since the R-rank
1 case is taken care of by Corollary 2.8, we will assume all the time that
p ≤ q and p = rankR SO(p, q) ≥ 2, meaning that all lattices in question are
arithmetic. Let S = SO(p, q)/S(Op ×Oq) be the relevant symmetric space
and X its Borel-Serre compactification.

Suppose that A ∈ SO(p, q) is non-central and has finite order. As always,
we may conjugate A into the maximal compact group S(Op ×Oq). Arguing
as in the cases of SU(p, q) and Sp(p, q), and taking into account the descrip-
tion of centralizers in orthogonal groups provided by Lemma 5.3 we obtain
the following lemma whose proof we leave to the reader.

Lemma 8.1. Suppose that A ∈ S(Op ×Oq). Then there are non-negative

integers ps, qs, pt, qt, p1, q1, . . . , pr, qr with

p = ps + pt + 2

r∑

i=1

pi, q = qs + qt + 2

r∑

i=1

qi

such that the centralizer CSO(p,q)(A) of A in SO(p, q) is conjugate to

CSO(p,q)(A) = S(O(ps, qs) × O(pt, qt) × U(p1, q1) × · · · × U(pr, qr)).



35

Moreover, if r = 0 and (ps, qs) = (0, 1) then A is conjugate within SO(p, q)
to Qn−1,1, where n = p + q. Finally, A is central if and only if r = 0 and

either pt = qt = 0 or ps = qs = 0. �

From Lemma 8.1 we get the following bound for the dimension of the
fixed point set SA

(8.1) dimSA = psqs + ptqt + 2

r∑

i=1

piqi.

This formula remains true for any A ∈ Op ×Oq. Moreover as long as A is
non-central this quantity is maximized if and only if r = 0 and one of the
following holds:

i) (ps, qs) = (0, 1),
ii) (ps, qs) = (p, q − 1),
iii) p = q and (ps, qs) = (1, 0),
iv) p = q and (ps, qs) = (p − 1, p).

In cases ii), iii) and iv) A has determinant −1. This means that

(8.2) dimSA ≤ p(q − 1)

and for A ∈ S(Op ×Oq) there is an equality if and only if A is conjugate to
Qn−1,1, where n = p+ q. This is enough to prove the following.

Corollary 8.2. Suppose Γ ⊂ SO(p, q) is a lattice which either does not

contain elements conjugate to Qn−1,1 or with vcd(Γ) > p(q − 1). Then

cd Γ = vcd(Γ).

Proof. Let A be a non-central finite order element of Γ. From (8.2) we get
that dimSA ≤ p(q − 1) where the inequality is strict if Γ does not contain
elements conjugate to Qn−1,1. Since for any lattice Γ we have vcd(Γ) ≥ p(q−
1) by Proposition 4.1, we get that under either condition in the statement
of the Corollary we have that dimSA < vcd(Γ). The claim now follows from
Corollary 3.4. �

Using Corollary 8.2, we can also deal with lattices in SO(2, 2).

Lemma 8.3. If Γ ⊂ SO(2, 2) is a lattice, then vcd(Γ) ≥ 3 and hence cd Γ =
vcd Γ.

Proof. If vcd(Γ) < 3, Proposition 4.1 implies that rankQ(Γ) = 2. In turn,
this means that Γ contains a subgroup Γ′ commensurable to either SL(3,Z)
or to SO(2, 3)Z by Proposition 2.4. In the former case this implies that
vcd(Γ′) = vcd(SL(3,Z)) = 3 and in the latter vcd(Γ′) = vcd(SO(2, 3)Z) = 4.
Since on the other hand we have vcd(Γ) ≥ vcd(Γ′), we arrive at a contraction.

�

From now on we assume that not only 2 ≤ p ≤ q, but also that n =
p+ q ≥ 5. Corollary 8.2 covers many cases of lattices Γ ⊂ SO(p, q) but not
all. We start the discussion of the remaining cases as we did for lattices in
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SL(n,R), namely by bounding the dimension of intersections of fixed point
sets in

S = {SH | H ∈ F non-central and ∄H ′ ∈ F non-central with SH ( SH′

}.

Lemma 8.4. Let A,B ∈ S(Op ×Oq) be non central finite order elements

with SA, SB ∈ S distinct. Then dimS〈A,B〉 ≤ p(q − 1) − 2 where 〈A,B〉 is

the group generated by A and B.

Proof. Assume first that one of the matrices A or B is not conjugated to
Qn−1,1. Assume that matrix is for example A. Then we get from (8.1) that

dimSA ≤ p(q− 1)− 1 and hence, as S〈A,B〉 ( SA is a closed submanifold of
the connected manifold SA we have

dimS〈A,B〉 < dimSA ≤ p(q − 1) − 1

so we get the result.
So from now on we suppose that both A and B are conjugated to Qn−1,1.

If the matrix AB does not have order 2, then it has a non-real eigenvalue.
With the same notation as above this means that for AB, r ≥ 1 and hence we
get from (8.1) that dimSAB ≤ p(q−2) and hence that dimS〈A,B〉 ≤ p(q−2).

If AB is an involution, then A and B commute and can be simultaneously
diagonalized. It follows that any matrix C commuting with A and B pre-
serves the coarsest direct sum decomposition of Rp+q with the property that
each factor is contained in eigenspaces of both A and B. Since both A and
B are different and conjugate to Qn−1,1, we get that any such C preserves
two lines and a space of dimension n− 2. So, it follows that

CSO(p,q)(〈A,B〉) = SO(p′, q′)

where p′ + q′ = p+ q − 2 and p′ ≤ p, q′ ≤ q. This means that

dimS〈A,B〉 ≤ max{(p − 2)q, (p − 1)(q − 1), p(q − 2)}

= p(q − 1) + max{−q + 1,−p} ≤ p(q − 1) − 2

as we claimed. �

Equation (8.2) and Lemma 8.4 imply that that the first two conditions in
Corollary 3.7 are satisfied for lattices Γ ⊂ SO(p, q) with p + q ≥ 5. As was
the case for lattices in SL(n,R), to check the third condition we need to be
able to construct flats with certain intersection pattern.

Again, we start giving a concrete description of fixed points sets and flats
in the symmetric space S associated to SO(p, q). Denote by Q both the
quadratic form Q(v) = vtQp,qv and the corresponding bilinear form on Rn

where n = p + q. Let Gr(p,Rn) be the Grassmannian of p-dimensional
subspaces of Rn. The symmetric space S = SO(p, q)/S(Op ×Oq) can be
identified with the set of those p-dimensional planes restricted to which the
form Q is negative definite

S = {W ∈ Gr(p,Rn) : Q|W < 0}
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Suppose that A ∈ SO(p, q) is conjugate to Qn−1,1 and let

Rn = VA ⊕ LA, dimVA = n− 1 and dimLA = 1

be the decomposition of Rn as direct sum of the eigenspaces of A (note that
both are orthogonal with respect to Q). The fixed point set SA of A consists
of those p-dimensional subspaces W ∈ S which are contained in VA

SA = {W ∈ Gr(p,Rn) : Q|W < 0, W ⊂ VA}.

To describe maximal flats in S notice that SO(1, 1) is a 1-dimensional R-
split torus. The direct product SO(1, 1)p of p copies of SO(1, 1) is then
a p-dimensional torus. Since SO(1, 1)p is also a subgroup of SO(p, q) and
SO(p, q) has real rank p, it is a maximal torus. For the sake of concrete-
ness we construct an embedding of SO(1, 1)p into SO(p, q). Consider a Q-
orthogonal direct sum decomposition

Rn = P1 ⊕ · · · ⊕ Pp ⊕ Prest

where for i = 1, . . . , p we have dimPi = 2 and Q|Pi
has signature (1, 1).

Then we have that

(8.3) SO(1, 1)p ≃ SO(Q|P1
) × · · · × SO(Q|P1

) × Id .

The maximal flat in S corresponding to the maximal R-split torus (8.3) is
the set of those p-dimensional spaces W ∈ S with dim(W ∩ Pi) = 1 for
i = 1, . . . , p. Notice that since W ∈ S we have that Q|W < 0 and that this
implies that Q|W∩Pi

< 0 for i = 1, . . . , p. We summarize all this discussion
in the following lemma.

Lemma 8.5. Suppose that A ∈ SO(p, q) is conjugate to Qn−1,1 and let

(8.4) Rn = VA ⊕ LA, dimVA = n− 1 and dimLA = 1

be the decomposition of Rn as direct sum of the eigenspaces of A. Consider

also a Q-orthogonal direct sum decomposition

(8.5) Rn = P1 ⊕ · · · ⊕ Pp ⊕ Prest

with dimPi = 2 and such that Q|Pi
has signature (1, 1) for i = 1, . . . , p and

let

F = {W ∈ S|dim(W ∩ Pi) = 1 for i = 1, . . . , p}

be the corresponding maximal flat in X. Then SA and F intersect if and

only for i = 1, . . . , p there is vi ∈ Pi ∩ VA with Q(vi) < 0. �

To clarify the meaning of Lemma 8.5, consider the following consequence.

Lemma 8.6. With the same notation as in Lemma 8.5 suppose that the

restriction Q|P1∩VA
of Q to P1∩VA is positive definite. Then F∩SA = ∅. �

We are now ready to prove the analogue of Proposition 7.3.
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Proposition 8.7. Suppose that A1, . . . , Ar ∈ SO(p, q) are such that Ai is

conjugate to Qn−1,1 for all i and such that SAi 6= SAj for all i 6= j. Then

there is a maximal flat F ⊂ S and an open neighborhood U of Id ∈ SO(p, q)
such that for all g ∈ U we have

(1) gF intersects SA1 transversely in a point, and

(2) gF is disjoint of SAi for i ∈ {2, . . . , r}.

Proof. For i = 1, . . . , r, let

Rn = Li ⊕ Vi, dimLi = 1

be the direct sum decomposition whose factors are the eigenspaces of Ai and
observe Vi 6= V1 for all i 6= 1 because Li is the Q-orthogonal complement of
Vi and we are assuming that Ai 6= A1. Noting that the light cone (i.e. the
set of isotropic vectors) of Q on V1 is not contained in finitely many linear
subspaces we can find a non-zero vector v0 ∈ V1 \ ∪i6=1Vi with Q(v0) = 0.
Fix also a non-zero vector w ∈ L1. Then for all a, b ∈ R we have

Q(av0 + bw) = a2Q(v0) + b2Q(w) = b2Q(w) ≥ 0

with equality if and only if b = 0. This implies that for each i ≥ 2 and each
non-zero v ∈ Span(v0, w) ∩ Vi one has Q(v) > 0. It follows that the same is
true for any other v1 ∈ V1 sufficiently close to v0. Since v0 is in the closure
of the set {Q < 0} we deduce that there is v1 ∈ V1 such that

• Q(v1) < 0, and
• Q(v) > 0 for each non-zero v ∈ Span(v1, w) ∩ Vi and each i ≥ 2.

Consider the 2-dimensional plane

P1 = Span(v1, w)

and choose further 2-dimensional planes P2, . . . , Pp such that Q|Pj
has sig-

nature (1, 1) for each j = 2, . . . , p, such that Pi is Q-orthogonal to Pj for all
i 6= j, i, j ∈ {1, . . . , p}. Now choose Prest such that

(8.6) Rn = P1 ⊕ · · · ⊕ Pp ⊕ Prest

is a Q-orthogonal direct sum decomposition of Rn. By construction

P2, . . . , Pp ⊂ V1

and Q|P1∩V1
< 0. In particular, it follows from Lemma 8.5 that the flat F

associated to (8.6) meets SA1, i.e.

F ∩ SA1 6= ∅.

On the other hand, again by construction we have that Q|P1∩Vi
> 0 for each

i 6= 1. It follows hence from Lemma 8.6 that

F ∩ SAi = ∅ for all i 6= 1.

All this means that the flat F satisfies the two conditions in the statement
of Proposition 8.7. Moreover, by construction any other flat gF sufficiently
close to F does as well. This finishes the proof. �
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Remark. Lemma 8.4 and Proposition 8.7 can be extended to the case when
the relevant matrices lie in Op ×Oq only. The proof of Lemma 8.4 needs
only minor modifications to include the cases when the matrices A and B
are of types ii), iii) and iv). Consider now Proposition 8.7. If A1 is of type ii)
we can use the same proof just interchanging the role played by the 1 and -1
eigenspaces. By the same reason cases iii) and iv) are symmetric so we may
assume that A1 ∈ Op ×Oq corresponds to case, say, iii) and therefore that
p = q and (ps, qs) = (1, 0). The proof of Proposition 8.7 can be modified as
follows: one checks that

SA = {WA ⊕ LA : WA ∈ Gr(p− 1,Rn) : Q|WA
< 0, WA ⊂ VA}.

where Rn = VA ⊕ LA is the decomposition in eigenspaces for A. Take the
element that was denoted w in the proof of Proposition 8.7 to be in VA and
take P2 = LA ⊕ Span(v2) for a suitable v2 ∈ VA. The rest of the subspaces
Pi can be taken in the same way as in the current proof.

Armed with Proposition 8.7, we come to the main result of this section.

Lemma 8.8. If p+q ≥ 5 and Γ ⊂ SO(p, q) is a lattice, then gd(Γ) = vcd(Γ).

Proof. The argument is basically the same as that to prove Lemma 7.5.
From Corollary 8.2 we already know that the claim holds for all lattices
Γ ⊂ SO(p, q), except those with

d = vcd(Γ) = p(q − 1)

Suppose from now on that this is the case, and note that Proposition 4.1
implies that rankQ(Γ) = rankR(SO(p, q)), meaning that maximal rational
flats are actually maximal flats. From (8.2) and from Lemma 8.4 we get that
the first two conditions in Corollary 3.7 are satisfied and we claim that also
the third condition holds as well. To check that this is the case, suppose that
we have A1, . . . , Ar ∈ Γ of finite order, non-central, with dim(SAi) = vcd(Γ)
for all i and with SAi 6= SAj for all i 6= j. Then (8.2) implies that each Ai

is conjugate in SO(p, q) to Qn−1,1. Now Proposition 8.7 asserts that there
is a maximal flat F and an open neighborhood U of Id ∈ SO(p, q) such that
for all g ∈ U we have

(1) gF intersects SA1 transversely in a point, and
(2) gF is disjoint of SAi for i ∈ {2, . . . , r}.

Now, Lemma 2.5 implies that we can find g ∈ U such that gF is rational.
This proves that the third condition in Corollary 3.7 is also satisfied, and
thus that vcd(Γ) = cd(Γ). �

9. Proof of the main theorem

We are now ready to finish proof of the Main Theorem.

Main Theorem. We have gd(Γ) = vcd(Γ) for every lattice Γ in a classical

simple Lie group.
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Proof. First recall that the claim holds true for all lattices in groups of
real rank 1 by Corollary 2.8. We might thus restrict ourselves to groups
of higher rank, getting hence that the involved lattices are arithmetic. For
the convenience of the reader we present the list of the classical simple Lie
groups with rankR ≥ 2

SL(n,C) = {A ∈ GL(n,C)|detA = 1} n ≥ 3

SO(n,C) = {A ∈ SL(n,C)|AtA = Id} n ≥ 5

Sp(2n,C) = {A ∈ SL(2n,C)|AtJnA = Jn} n ≥ 2

SL(n,R) = {A ∈ GL(n,R)|detA = 1} n ≥ 3

SL(n,H) = {A ∈ GL(n,H)|detA = 1} n ≥ 3

SO(p, q) = {A ∈ SL(p+ q,R)|A∗Qp,qA = Qp,q} 2 ≤ p ≤ q

SU(p, q) = {A ∈ SL(p+ q,C)|A∗Qp,qA = Qp,q} 2 ≤ p ≤ q

Sp(p, q) = {A ∈ GL(p+ q,H)|A∗Qp,qA = Qp,q} 2 ≤ p ≤ q

Sp(2n,R) = {A ∈ SL(2n,R)|AtJnA = Jn} n ≥ 2

SO∗(2n) = {A ∈ SU(n, n)|AtQn,nJnA = Qn,nJn} n ≥ 4

Note now that it follows from Proposition 4.1 that if Γ is a lattice in a higher
rank classical Lie group then vcd(Γ) ≥ 3 with the only possible exceptions of
lattices in SO(2, 2) and Sp(4,R). In fact, every lattice in SO(2, 2) has vcd ≥ 3
by Lemma 8.3 and the same is true for lattices in Sp(4,R) because SO(2, 2)
and Sp(4,R) are isogenous. Since all the lattices under consideration have
vcd ≥ 3, they all have cd ≥ 3 and hence we get from Theorem 3.1 that

gd(Γ) = cd(Γ).

In particular, it suffices to prove cd(Γ) = vcd(Γ) for every lattice in any of
the groups in the list we just gave. Basically, we have already proved that
this is the case. In fact, it suffices to go through the list and collect what
we already know for each one of them.

• SL(n,C): Lemma 6.1 asserts that if Γ is a lattice in SL(n,C) for
n ≥ 2, then cd Γ = vcd(Γ).

• SO(n,C): Lemma 6.2 asserts that if Γ ⊂ SO(n,C) is a lattice where
n ≥ 5, then cd Γ = vcd(Γ).

• Sp(2n,C): Lemma 6.3 asserts that if Γ is a lattice in Sp(2n,C) for
n ≥ 2, then we have cd(Γ) = vcd(Γ).

• SL(n,R): Lemma 7.5 asserts that cd(Γ) = vcd(Γ) for every lattice
Γ ⊂ SL(n,R), if n ≥ 4. By Lemma 7.6, the same holds true for
lattices in SL(3,R).

• SL(n,H): Lemma 6.4 asserts that for every lattice Γ in SL(n,H) for
n ≥ 3, we have cd(Γ) = vcd(Γ).
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• SO(p, q): Lemma 8.8 asserts that if p + q ≥ 5 and if Γ ⊂ SO(p, q)
is a lattice, then cd(Γ) = vcd(Γ). We also have cd(Γ) = vcd(Γ) for
lattices in SO(2, 2) by Lemma 8.3.

• SU(p, q): We have that cd(Γ) = vcd(Γ) for every lattice Γ in SU(p, q)
by Lemma 6.5.

• Sp(p, q): We also have that cd(Γ) = vcd(Γ) for every lattice Γ in
Sp(p, q) by Lemma 6.6.

• Sp(2n,R): Lemma 6.7 asserts that cd(Γ) = vcd(Γ) for every lattice
Γ ⊂ Sp(2n,R), if n ≥ 3. Since Sp(4,R) is isogenous to SO(2, 3), it
follows from Lemma 8.3 and Lemma 2.3 that the same is true for
every lattice in Sp(4,R).

• SO∗(2n): We get that cd(Γ) = vcd(Γ) for every lattice Γ ⊂ SO∗(2n)
from Lemma 6.8.

Summing up, we have proved that if Γ is a lattice in a classical simple Lie
group then vcd(Γ) = gd(Γ), as claimed. �

We end this paper with the proof of Corollary 1.1.

Proof. The real rank one case is dealt with by Proposition 2.6 and Proposi-
tion 2.7. Now consider the higher rank case, so d = vcd(Γ) ≥ 3. By the main
theorem, the group Γ admits a model for EΓ of dimension d. Moreover, the
Borel-Serre bordification X of S = G/K is a cocompact model for EΓ. The
cellular chain complexes of all fixed points set XH for H ∈ FIN assemble
to form a finite free resolution C∗(X

−) → Z in the category of OFINΓ-
modules. Since cd(Γ) = d, there kernel of the map Cd−1(X

−) → Cd−2(X
−)

is a projective OFINΓ-module P . Since C∗(X
−) → Z is a finite length

resolution consisting of finitely generated free OFINΓ-modules, a standard
trick in homological algebra involving Schanuel’s lemma (see for example
the discussion before [10, Proposition 6.5]) implies that there exists a finitely
generated free OFINΓ-module F such that F ⊕ P is finitely generated and
free, i.e. P is stably free. Hence, we have a resolution of length d

0 → P ⊕ F → F ⊕ Cd−1(X
−) → Cd−2(X

−) → . . .→ C0(X
−) → Z → 0.

consisting of finitely generated free OFINΓ-modules. One can now apply
the procedure of [26, prop 2.5] and [23, Th. 13.19] to construct a cocompact
model for EΓ of dimension d. Since all models for EΓ are Γ-equivariantly
homotopy equivalent and the symmetric space S = G/K is also a model
for EΓ, we conclude that S is Γ-equivariantly homotopy equivalent to a
cocompact Γ-CW-complex of dimension vcd(Γ).

�
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[12] Degrijse, D. and Mart́ınez-Pérez, C., Brown’s question for finite extensions of right

angled Coxeter groups, preprint (2015)
[13] Eberlein, P., Geometry of nonpositively curved manifolds, Chicago Lectures in Math

(1996)
[14] Grayson, D.,Reduction theory using semistability, Comment. Math. Helv. 59

(1984),600–634
[15] Helgason, S., Differential geometry, Lie groups, and symmetric spaces, Graduate

Studies in Mathematics, 34. American Mathematical Society (1979)
[16] Ji, L., Lectures on locally symmetric spaces and arithmetic groups, in Lie groups and

automorphic forms, Studies in Advanced Mathematics 37, AMS (2006), 87–146
[17] Ji, L., and MacPherson, R., Geometry of compactifications of locally symmetric

spaces, Annales de l’Institut Fourier 52, (2002), 457–559
[18] Knapp, A., Lie groups beyond an introduction. Progress in Mathematics, 140.
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