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Abstract

Consider branching Brownian motion with absorption in which particles move indepen-
dently as one-dimensional Brownian motions with drift −ρ, each particle splits into two par-
ticles at rate one, and particles are killed when they reach the origin. Kesten [14] showed
that this process dies out with probability one if and only if ρ ≥

√
2. We show that in the

subcritical case when ρ >
√

2, the law of the process conditioned on survival until time t con-
verges as t→∞ to a quasi-stationary distribution, which we call the Yaglom limit. We give
a construction of this quasi-stationary distribution. We also study the asymptotic behavior
as ρ ↓

√
2 of this quasi-stationary distribution. We show that the logarithm of the number

of particles and the location of the highest particle are of order ε−1/3, and we obtain a limit
result for the empirical distribution of the particle locations.

MSC: Primary 60J80; Secondary: 60J65, 60J25

Keywords: Branching Brownian motion, Yaglom limit, quasi-stationary distribution

1 Introduction

A binary branching Brownian motion is a particle system on the real line in which particles move
according to independent Brownian motions, while splitting at rate 1 into two children. This
particle system is an archetypal example of a spatial branching process, as the behavior of each
particle is independent of its past and of all the other particles alive at the same time.

We consider in this article a branching Brownian motion in R+ with drift −ρ and absorption
at 0. In this process, each particle moves according to an independent Brownian motion with
drift −ρ, starting from its current position. If at some time a particle hits the level 0, it is killed
and removed from the process. Additionally, each particle is associated with an independent
exponential random time of parameter 1. At that time, if the particle is still alive and at
position x > 0, it is killed and replace by two new particles starting from x. We call this process
BBM+(−ρ).

To construct the BBM+(−ρ), we begin by constructing branching Brownian motion without
absorption in which particles have drift −ρ. For all t ≥ 0, we denote by Nt the set of particles
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alive at time t. For all u ∈ Nt and s ≤ t, we write Xs(u) for the position at time s of the particle
u, or its ancestor that was alive at that time. For all t ≥ 0, we define

N+
t := {u ∈ Nt : inf

s≤t
Xs(u) > 0},

which is the set of individuals that stayed in the positive real line up to time t. The state of
BBM+(−ρ) at time t is then encoded by the point measure

Xt :=
∑
u∈N+

t

δXt(u),

where δx denotes the unit mass at position x. The process (Xt, t ≥ 0) is a Markov process on
the set P of finite point measures on R+ = (0,∞).

For each probability distribution D on P, we denote by Pρ
D the law of the BBM+(−ρ) starting

with an initial condition of law D. For all ν ∈ P, we write Pρ
ν for the law of BBM+(−ρ) started

from ν (i.e. with initial distribution δν). We also write Pρ
x for the law of BBM+(−ρ) started

from one particle at x (i.e. with initial distribution δδx). We denote by Eρ
D, Eρ

ν , and Eρ
x the

corresponding expectations.
Branching Brownian motion with absorption was first studied in 1978 by Kesten [14], who

showed that starting from one particle at x > 0, the process dies out almost surely if ρ ≥
√

2 and
survives forever with positive probability if ρ <

√
2. We say that the drift is critical if ρ =

√
2,

subcritical if ρ >
√

2, and supercritical if ρ <
√

2. We denote the extinction time for the process
by

ζ := inf{t ≥ 0 : N+
t = ∅} = inf{t ≥ 0 : Xt(R+) = 0}. (1)

The asymptotic behaviour of the right tail of the distribution of ζ was studied by Harris and
Harris [11], who showed that when ρ >

√
2, there is a positive constant Kρ, depending on ρ but

not on x, such that

Pρ
x(ζ > t) ∼ Kρ√

2πt3/2
xeρx+(1−ρ2/2)t, (2)

where ∼ means that the ratio of the two sides tends to one as t → ∞. As a consequence, they
deduced that

lim
t→∞

Eρ
x (Xt(R+) | ζ > t) =

2

ρ2Kρ
. (3)

Harris and Harris [11] also observed that, as a consequence of arguments due to Chauvin and
Rouault [8], there is a probability distribution πρ on N with mean 2

ρ2Kρ
such that for all positive

integers j, we have
lim
t→∞

Pρ
x (Xt(R+) = j | ζ > t) = πρ(j). (4)

Our aim in this article to improve on this description of the law of Xt conditionally on ζ > t, which
we refer to as the Yaglom limit of the BBM+(−ρ). We focus on understanding the asymptotic
behavior of this law as ρ ↓

√
2. Thus, the present work can be seen as a companion paper to [6]

in which we study the asymptotic behavior of Px(ζ > t) as ρ ↓
√

2 and t, x→∞.
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1.1 The Yaglom limit of branching Brownian motion with absorption

We first study minimal quasi-stationary distributions of the BBM+(−ρ). We prove the existence
of a unique such distribution as the Yaglom limit of the process. Let us start by defining these
different terms.

Let X = (Xt, t ≥ 0) be a Feller Markov process on a metric state space E ∪ {∂}, with ∂ an
absorbing state. Let T = inf{t > 0 : Xt = ∂} be the first exit time of E by X. We work here
under the assumption that E is an irreducible state space for X, meaning that for all x, y ∈ E
and r > 0, there exists t > 0 such that Px(Xt ∈ B(y, r), T > t) > 0, where B(y, r) denotes the
ball centered at y with radius r.

In the context of this article, the Yaglom limit of X is defined as the limit in distribution of
the law of Xt conditionally on T > t, provided this limit exists. In other words, we say that the
probability distribution ν on E is the Yaglom limit of X if for all continuous bounded functions
f and x ∈ E, we have

lim
t→∞

Ex(f(Xt)|T > t) =

∫
E
fdν. (5)

On the other hand, a quasi-stationary distribution with parameter θ > 0 is defined as a
probability distribution π on E, such that if X0 is started according to the law π, then the law
of Xt conditionally on T > t is π, and

Pπ(T > t) = e−θt. (6)

In other words, π is a quasi-stationary distribution with parameter θ of X if for all continuous
bounded functions f and t > 0, we have

Eπ(f(Xt)1{T>t}) = e−θt
∫
E
fdπ. (7)

According to Theorem 2.2 of [9], every quasi-stationary distribution satisfies (6) for some θ > 0.
A minimal quasi-stationary distribution of X is defined, when it exists, as a quasi-stationary
distribution with parameter µ such that no quasi-stationary distribution with parameter larger
than µ exists.

We show that (Xt, t ≥ 0) admits a Yaglom limit, which is a minimal quasi-stationary distribu-
tion of the process. The state space we are working with is P = P∗ ∪ {0}, the set of finite point
measures on R+, with 0 representing the null point measure and P∗ consisting of all nonzero
point measures. We remark that 0 is an absorbing state for (Xt, t ≥ 0). We endow the space P
with the topology of weak convergence, which means µn → µ in P as n→∞ if

∫
f dµn →

∫
f dµ

for all continuous bounded functions f . This topology makes P a metrizable complete space.
The following result proves the existence of the Yaglom limit of (Xt, t ≥ 0).

Proposition 1.1. For all ρ >
√

2, there exists a probability distribution Dρ on P∗ such that for
all continuous bounded functions F : P∗ → R and ν ∈ P∗, we have∫

F (x)Dρ(dx) = lim
t→∞

Eρ
ν(F (Xt) | ζ > t). (8)

The measure Dρ is defined in Section 2 through a backward spinal construction of the
BBM+(−ρ) seen from its right-most particle. This backward construction gives us a proba-
bilistic interpretation of the constant Kρ appearing in (2), see Remark 2.5. In particular, this
allows the computation of Kρ by Monte Carlo simulations.
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We next show that the Yaglom law Dρ is also a minimal quasi-stationary distribution of
BBM+(−ρ). Similar results are known to hold for multiple examples of Markov chains, see [9] or
[20] among others.

Corollary 1.2. Let ρ >
√

2. For all continuous bounded functions F : P∗ → R, we have

Eρ
Dρ
(
F (Xt)1{ζ>t}

)
= e−(ρ2/2−1)t

∫
F (x)Dρ(dx).

In particular, we have
Pρ
Dρ(ζ > t) = e−(ρ2/2−1)t

and
Eρ
Dρ (F (Xt) | ζ > t) = Eρ

Dρ(F (X0)).

Moreover, there exists no quasi-stationary distribution for BBM+(−ρ) with a larger parameter
than ρ2/2− 1.

1.2 Properties of the Yaglom limit as ε→ 0

Let ν be an arbitrary configuration in P described by

ν =
∑
i∈I

δxi (9)

of particles at the locations (xi, i ∈ I), where I is a finite set of indices. We denote by

N(ν) = ν(R+) = #I

the number of particles in the configuration ν, and by

M(ν) = max
i∈I

xi = sup{a ≥ 0 : ν([a,∞)) > 0}

the location of the right-most particle in ν.
We describe here some of the properties of the quasi-stationary measure when ρ >

√
2, related

to the number and configuration of particles. These results can equivalently be interpreted as
results for the behavior of the BBM+(−ρ) conditioned to survive for a long time. Preliminary
results in this direction were obtained by Harris and Harris [11]. Observe that (4) can be seen
as a preliminary to Proposition 1.1, and πρ is the image measure of Dρ by ν 7→ N(ν). More
precisely, let Dρ denote a point measure having law Dρ, we have

P(Dρ(R+) = j) = πρ(j) and E(Dρ(R+)) =
2

ρ2Kρ
,

using [8, Theorem 3] to identify the first moment of πρ. These equalities can be compared to (3)
and (4).

The primary aim of the present article is to study the asymptotic behavior of the Yaglom
measure Dρ as ρ→

√
2. That is, we consider the case of slightly subcritical drift, so that

ρ =
√

2 + ε
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with ε > 0 and ε→ 0. Liu [15] obtained upper and lower bounds for Kρ as ρ ↓
√

2, showing that
there exist two constants 0 < C1 < C2 <∞ such that for ε > 0 sufficiently small, we have

eC1/
√
ε ≤ E[Dρ(R+)] ≤ eC2/

√
ε. (10)

We obtain here a much more precise result for the configuration Dρ of particles under the
quasi-stationary distribution as ρ →

√
2. We show that M(Dρ) and logN(Dρ) both are of the

order ε−1/3 as ε = ρ−
√

2→ 0. More precisely, we have the following result.

Theorem 1.3. Let V have an exponential distribution with mean one. For BBM+(−ρ) started
from the quasi-stationary distribution Dρ, as ε = ρ −

√
2 → 0 we have the joint convergence in

distribution(
εζ, ε1/3 logN(X0), ε1/3M(X0)

)
⇒

(
1√
2
V,

(3π2)1/3

21/6
V 1/3,

(3π2)1/3

22/3
V 1/3

)
.

This result is quite similar to Theorem 1.5 in [19], which applies to branching Brownian motion
with absorption in the case of critical drift ρ =

√
2, conditioned to survive for an unusually long

time. Note that, because X0 has the same law as Dρ by definition, the convergence of the second
and third coordinates can equivalently be written as

(ε1/3 logN(Dρ), ε1/3M(Dρ))⇒ ((3π2)1/32−1/6V 1/3, (3π2)1/32−2/3V 1/3).

Corollary 1.2 implies that under Dρ, the amount of time for which BBM+(−ρ) survives is
exponentially distributed with rate (ρ2/2) − 1, which implies the convergence εζ ⇒ V/

√
2 as

ε→ 0. Because the survival time is comparable to ε−1, particles drift to the left only a constant
distance more over this time period than they would in the case of critical drift. Therefore, we
can apply results from [19] for the case of critical drift to study BBM+(−ρ) over this time period.
The key idea, which is also behind the results in [19], is that when the particles are in the quasi-
stationary distribution, for the process to survive for an additional time t, the location of the
right-most particle will be close to ct1/3 and the logarithm of the number of particles will be close
to
√

2ct1/3, where c = (3π2)1/3/
√

2. In particular, if the process will survive for an additional
time V/(

√
2ε), then the location of the right-most particle will be close to 2−1/6cV 1/3ε−1/3, and

the logarithm of the number of particles will be close to 21/3cV 1/3ε−1/3, which is consistent with
Theorem 1.3.

One aspect of this result which may at first be surprising is that the logarithm of the number
of particles is of the order ε−1/3, while (10) implies that the logarithm of the expected number of
particles is comparable to ε−1/2. The reason for this discrepancy is that the mean is dominated
by rare events in which the number of particles is unusually large. Indeed, if the logarithm of the
number of particles were exactly 21/3cV 1/3ε−1/3, then the expected number of particles would be∫ ∞

0
e21/3cs1/3ε−1/3 · e−s ds,

and the integrand is maximized when s is of the order ε−1/2, consistent with (10).
We can also describe the empirical measure of the BBM+(−ρ) under its quasi-stationary

distribution as ρ →
√

2. The limit is the same as the one obtained in [19] for the Yaglom limit
of the BBM+(−

√
2). For ν ∈ P defined as in (9), we define

χ(ν) =
1

N(ν)

∑
i

δxi =
ν

ν(R+)
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and

η(ν) =

(∑
i

e
√

2xi

)−1∑
i

e
√

2xiδxi/M(ν).

We note that ξ(ν) is the empirical distribution of ν and η(ν) characterizes the empirical distri-
bution of particles close to the right-most position in ν. The following theorem shows that as the
process approaches criticality from the subcritical case, under the Yaglom limit law, the empirical
distribution has a density proportional to ye−

√
2y and the empirical distribution of particles close

to the right-most position has a sinusoidal shape.

Theorem 1.4. Let µ be the probability measure on (0,∞) with density h1(y) = 2ye−
√

2y, and let
ξ be the probability measure on (0, 1) with density h2(y) = π

2 sin(πy). Then, as ε→ 0, we have

χ(Dρ)⇒ µ and η(Dρ)⇒ ξ,

where⇒ denotes convergence in distribution for random elements in the Polish space of probability
measures on (0,∞), endowed with the weak topology.

The rest of the article is organized as follows. We construct the Yaglom limit of BBM+(−ρ) in
Section 2, showing in particular Proposition 1.1 and Corollary 1.2. We then prove Theorems 1.3
and 1.4 in Section 3, largely by adapting the arguments of Maillard and Schweinsberg [19].

2 Construction of the Yaglom limit

We study the asymptotic behaviour of BBM+(−ρ) conditionally on surviving for a long time
using the same method as the one used in [5] to study the large deviations of branching Brownian
motion or [16] for the large deviations of branching random walks.

We first introduce the spinal decomposition of the branching Brownian motion without ab-
sorption. This technique allows for the representation of the law of branching Brownian motion
biased by an additive martingale as a branching process with a distinguished particle called
the spine. By conditioning the spine to be the right-most particle in the process, we obtain a
representation of the Yaglom limit law Dρ.

Recall that for all t > 0, we denote by Nt the set of particles alive at time t in a binary
branching Brownian motion with drift −ρ, which we call BBM(−ρ), while N+

t denotes the set
of particles that stay in the positive half-line until time t. For t ≥ 0, we write Ft = σ(Xs(u), u ∈
Nt, s ≤ t) for the natural filtration associated with the branching Brownian motion. We define
the additive martingale of this process as

Wt :=
∑
u∈Nt

eρXt(u)−(1−ρ2/2)t.

Using that (Wt, t ≥ 0) is a non-negative martingale, the biased law of the branching Brownian
motion is defined as

∀t ≥ 0, ∀A ∈ Ft, P
ρ
x(A) = e−ρx Eρ

x(Wt1A).

This law can be represented as a branching Brownian motion with spine. This representation
was introduced by Chauvin and Rouault [8], extended to branching random walks by Lyons [17],
and finally extended by Biggins and Kyprianou [7] to general branching processes.
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The BBM(−ρ) with spine is defined as follows. A spine particle, starting from position x at
time 0, moves according to a Brownian motion without drift, while giving birth at rate 2 to new
particles. Each of these newborn particles then starts an independent copy of the BBM(−ρ).
At time t, we denote by wt the label of the spine particle. We denote by P̂x the law of this
process, and (Ft, t ≥ 0) the filtration related to the positions of particles in the process with
spine, without the information on the spine. The so-called spine decomposition of the branching
Brownian motion (see [8, Theorem 5], [17] or [10, Theorem 8.1] for iterations on this argument)
is the following result.

Proposition 2.1. For all A ∈ Ft, we have P
ρ
x(A) = P̂ρ

x(A). Moreover, we have

P̂ρ
x(wt = u|Ft) =

eρXt(u)−(1−ρ2/2)t

Wt
.

Using the spine decomposition, we now propose a description of the law of (Xt, t ≥ 0) through
a point measure that we now describe. Let βz,x,t be a three-dimensional Bessel bridge of length
t from z to x, and let τ = (τj , j ≥ 1) be the atoms of an independent Poisson point process

with intensity 2. Conditionally on (βz,x,t, τ), for each positive integer j, let (X̃
(j)
s , s ≥ 0) be an

independent copy of BBM+(−ρ) started from a single particle at position βz,x,tτj at time 0. We
define

X̃x,z
t = δz +

∞∑
j=1

1{τj<t}X̃
(j)
τj . (11)

In other words, to construct X̃x,z
t , we view βz,x,t as a Bessel bridge moving backward in time from

z at time 0 to x at time −t, while giving birth at rate 2 to particles. These particles then start
independent copies (forward in time) of a BBM+(−ρ). The point measure X̃x,z

t then describes
the set of particles alive at time 0.

••••
••
••

•
••

•••

•

•
•

•

•
•

τ3 τ1τ2τ16

•

•

−t 0

x

z

Figure 1: Construction of the auxiliary point measure D
ρ,x,z
t . The trajectory of the Bessel bridge

is drawn in green, while the BBM+(−ρ) spawning from this spine are drawn in blue. The point
measure is the set of point masses on R+ drawn at time 0.

7



The following result allows one to describe the law of BBM+(−ρ) at time t in terms of
X̃x,z
t . The backward construction of X̃x,z

t will make it convenient to consider limiting behavior
as t→∞.

Lemma 2.2. Let F be a measurable bounded function on P such that F (0) = 0. For all t ≥ 0
and x > 0, we have

e−t(1−ρ
2/2) Eρ

x (F (Xt)) =

∫ ∞
0

eρ(x−z)e−
(x−z)2

2t
1− e−2xz/t

√
2πt

E
(
F (X̃x,z

t )1{X̃x,z
t ((z,∞))=0}

)
dz.

Proof. Given t > 0, we write m+
t ∈ N

+
t for the label of the (a.s. unique) particle at the largest

position at time t among the particles that survived the absorption. If N+
t = ∅, we give an

arbitrary value to m+
t , and observe that on that event, F (Xt) = 0. We observe that we can

decompose Eρ
x(F (Xt)) according to the label of the particle reaching the maximal position:

Eρ
x (F (Xt)) = Eρ

x

F (Xt)
∑
u∈N+

t

1{m+
t =u}


= Eρ

x

(∑
u∈Nt

F (Xt)1{m+
t =u}

)

= Eρ
x

(∑
u∈Nt

F (Xt)1{Xs(u)>0 ∀s≤t}1{Xt((Xt(u),∞))=0}

)
.

Therefore, using Proposition 2.1,

Eρ
x (F (Xt))

= E
ρ
x

(
eρx

Wt

∑
u∈Nt

F (Xt)1{Xs(u)>0 ∀s≤t}1{Xt((Xt(u),∞))=0}

)

= Ê
ρ

x

(∑
u∈Nt

eρ(x−Xt(u))+(1−ρ2/2)tP̂ρ
x(wt = u|Ft)F (Xt)1{Xs(u)>0 ∀s≤t}1{Xt((Xt(u),∞))=0}

)
= e(1−ρ2/2)tÊ

ρ

x

(
eρ(x−Xt(wt))F (Xt)1{Xs(wt)>0 ∀s≤t}1{Xt((Xt(wt),∞))=0}

)
.

Because a three-dimensional Bessel bridge of length t from z to x has the same law as the
Brownian bridge of length t from z to x conditioned to stay positive, X̃x,z

t has the same law as
Xt conditioned on wt = z and Xs(wt) > 0 for all s ≤ t. As a result, conditioning on the value of
Xt(wt) and then using the backward construction of the branching Brownian motion with spine,
we have

e−(1−ρ2/2)t Eρ
x (F (Xt))

=

∫ ∞
0

eρ(x−z) e
− (x−z)2

2t

√
2πt

Px(Bs > 0, s ≤ t|Bt = z) E
(
F (X̃x,z

t )1{X̃x,z
t ((z,∞))=0}

)
dz,

where B is a Brownian motion started from x under Px. Finally, we have

Px(Bs > 0, s ≤ t|Bt = z) = 1− e−2xz/t

using the reflection principle (see e.g. Proposition 3 of [21]), which completes the proof.
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Next, we consider the limit of X̃x,z
t as t → ∞. Let R be a Bessel process of dimension 3

started from z and (τj)
∞
j=1 be the atoms of an independent Poisson point process with intensity

2. Conditionally on (R, (τj)
∞
j=1), let (X̌

(j)
t , t ≥ 0)∞j=1 be independent BBM+(−ρ) processes, such

that (X̌
(j)
t , t ≥ 0) starts with one particle at position Rτj at time 0. We show that X̃x,z

t converges
in law, as t→∞ towards the random variable

X̌z := δz +

∞∑
j=1

X̌(j)
τj .

Lemma 2.3. For all x > 0, X̃x,z
t → X̌z in law as t→∞, and P(X̌z((z,∞)) = 0) > 0.

To prove this lemma, we make use of the following well-known fact, that the overall max-
imum of the BBM(−ρ) has exponential tails. This result can be found for example in [18,
Equation (4.12)], in the context of branching random walks. For all x ≥ 0, we have

P0
0

(
sup

t≥0,u∈Nt
Xt(u)−

√
2t ≥ x

)
= Pρ

0

(
sup

t≥0,u∈Nt
Xt(u)− (

√
2− ρ)t ≥ x

)
≤ e−

√
2x. (12)

This result can alternatively be proved by computing the expected value of the P0-martingale
Vt =

∑
u∈Nt e

√
2(Xt(u)−

√
2t), stopped when a particle first crosses the curve s 7→ x+

√
2s.

Proof of Lemma 2.3. Recall that βz,x,t denotes a three-dimensional Bessel bridge from z to x of
length t. Also, recall that for each fixed s ≥ 0, we have (see, for example, p. 70 of [11])

lim
t→∞

(βz,x,tu , 0 ≤ u ≤ s) = (Rzu, 0 ≤ u ≤ s) in distribution,

where Rz is a three-dimensional Bessel process starting from z.
Next, using (12) and a trivial coupling, we note that

∑
j∈N

P

(
M(X̃(j)

τj ) ≥ βz,x,tτj +

√
2− ρ
2

τj

)
≤ E

∑
j∈N

e−
√

2(ρ−
√

2)τj/2

 <∞.

Therefore, by the Borel-Cantelli lemma, almost surely there exists n ∈ N such that for all j ≥ n,
we have

M(X(j)
τj ) ≤ βz,x,tτj +

√
2− ρ
2

τj .

Finally, we use the law of iterated logarithm for the Bessel bridge βz,x,t and the Bessel process
Rz, which implies (

sup
0≤s≤t

βz,x,ts

1 + s2/3
, t ≥ 0

)
is tight, and sup

t≥0

Rzt
1 + t2/3

<∞.

Hence, for all η > 0, there exists N ∈ N such that with probability at least 1− η, we have for all
t > 0,

X̃x,z
t = δz +

N∑
j=1

1{τj<t}X̃
(j)
τj and similarly X̌z = δz +

N∑
j=1

X̌(j)
τj .
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We complete the proof by letting t and then N grow to ∞, and using that (βz,x,ts , s ≤ τN ) →
(Rzs , s ≤ τN ) in law as t → ∞. Therefore, in particular (X̃(j), j ≤ N) → (X̌(j), j ≤ N) in law,
and it follows that X̃x,z

t → X̌z in law as t → ∞, which is the first part of the lemma. The

second claim in the lemma follows because N <∞ and for each j, X̌
(j)
τj ((z,∞)) > 0 with positive

probability.

Lemma 2.4. Let F be a continuous bounded function on P such that F (0) = 0. We have

lim
t→∞

t3/2et(
ρ2

2
−1) Eρ

x (F (Xt)) = xeρx
√

2

π

∫ ∞
0

ze−ρz E
(
F (X̌z)1{X̌z((z,∞))=0}

)
dz.

Proof. For all z ≥ 0, it follows from Lemma 2.3 that

lim
t→∞

E
(
F (X̃x,z

t )1{X̃x,z
t ((z,∞))=0}

)
= E

(
F (X̌z)1{X̌z((z,∞))=0}

)
,

while being bounded by ‖F‖∞. Hence, using the dominated convergence theorem, we have

lim
t→∞

∫ ∞
0

e−ρze−
(x−z)2

2t t
(

1− e−2xz/t
)

E
(
F (X̃x,z

t )1{X̃x,z
t ((z,∞))=0}

)
dz

= 2x

∫ ∞
0

ze−ρz E
(
F (X̌z)1{X̌z((z,∞))=0}

)
dz.

The proof is now complete through an application of Lemma 2.2.

Remark 2.5. In particular, taking F to be the function D 7→ 1{D 6=0}, Lemma 2.4 yields the
following representation of the constant Kρ from (2):

Kρ = 2

∫ ∞
0

ze−ρzCρ(z)dz,

where Cρ(z) = P(X̌z((z,∞)) = 0).

For all measurable subsets A of P, define

Dρ(A) =

∫∞
0 ze−ρzP

(
X̌z ∈ A, X̌z((z,∞)) = 0

)
dz∫∞

0 ze−ρzP
(
X̌z((z,∞)) = 0

)
dz

.

We observe that Dρ is a probability measure on P. Corollary 2.6 below shows that Dρ, defined
in this way, is the limiting distribution in (8), which proves Proposition 1.1 for ν = δx.

Corollary 2.6. For all continuous bounded functions F with F (0) = 0 and all x ≥ 0, we have

lim
t→∞

Eρ
x(F (Xt)|ζ > t) =

∫
P
F (x)Dρ(dx).

Proof. By a direct application of Lemma 2.4, we have

lim
t→∞

Eρ
x(F (Xt)|ζ > t) = lim

t→∞

t3/2e−t(1−ρ
2/2) Eρ

x(F (Xt))

t3/2e−t(1−ρ2/2)Pρ
x(Xt 6= 0)

=

∫∞
0 ze−ρz E

(
F (X̌z)1{X̌z((z,∞))=0}

)
dz∫∞

0 ze−ρzP
(
X̌z((z,∞)) = 0

)
dz

=

∫
P
F (x)Dρ(dx),

as claimed.
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Remark 2.7. Observe that we can sample from Dρ in the following two equivalent ways:

• Start by sampling a random variable Z on R+ with probability distribution proportional
to ze−ρzCρ(z)dz. Conditionally on Z, then sample a copy Dρ of X̌Z conditioned on
X̌Z((Z,∞)) = 0. The point measure Dρ has law Dρ. The conditioning does not affect
the law of Z.

• Start by sampling a random variable Z according to the probability distribution ρ2ze−ρzdz
on R+. The law of X̌Z conditionally on the event X̌Z((Z,∞)) = 0 is Dρ. The conditioning
affects the law of Z (as should be expected).

We are now able to prove Proposition 1.1.

Proof of Proposition 1.1. Let ν =
∑n

j=1 δxj ∈ P. For all continuous bounded functions F , we
have

Eν(F (Xt)|ζ > t) =
Eν(F (Xt)1{ζ>t})

Pν(ζ > t)
.

Using the branching property, we observe that we can write

X =
n∑
j=1

X(j) and ζ = max
j≤n

ζj

where the X(j) are independent BBM+(−ρ) processes with law Pρ
xj and ζj = inf{t > 0 : X(j) = 0}

is the extinction time of X(j).
Using (2) and the independence, there exists C > 0 (which depends on ν) such that

Pρ
ν(#{j : ζj > t} ≥ 2) ≤ Ce−2(ρ2/2−1)t.

It follows that, using ∼ to denote that the ratio of the two sides tends to infinity as t→∞,

Pρ
ν(ζ > t) ∼

n∑
j=1

Pρ
ν(ζj > t) =

n∑
j=1

Pρ
xj (ζ > t). (13)

and ∣∣∣∣Eρ
ν(F (Xt)1{ζ>t})−

n∑
j=1

Eρ
ν(F (X

(j)
t )1{ζj>t})

∣∣∣∣ ≤ C(n+ 1)e−2(ρ2/2−1)t‖F‖∞. (14)

Therefore, letting t→∞ and using Corollary 2.6, we have

Eρ
ν(F (X

(j)
t )1{ζj>t}) = Eρ

xj (F (Xt)1{ζ>t}) ∼ Pρ
xj (ζ > t)

∫
P
F (x)Dρ(dx). (15)

The result now follows from (13), (14), and (15).

These results are enough to prove thatDρ is a minimal quasi-stationary distribution associated
to the BBM+(−ρ).

11



Proof of Corollary 1.2. Let F be a continuous bounded function. We remark that, using the
branching property, for all s, t ≥ 0 we have

Eρ
x(F (Xt+s)1{ζ>t+s}) = Eρ

x

(
Eρ

Xt
(F (Xs)1{ζ>s})1{ζ>t}

)
.

Hence, using Proposition 1.1 with the function G : x 7→ Eρ
x(F (Xs)1{ζ>s}), we have

lim
t→∞

Eρ
x(F (Xt+s)1{ζ>t+s}|ζ > t) =

∫
P
G(x)Dρ(dx) = Eρ

Dρ(F (Xs)1{ζ>s}).

On the other hand, using (2) or Lemma 2.4, we have

lim
t→∞

Pρ
x(ζ > t+ s)

Pρ
x(ζ > t)

= e−(ρ2/2−1)s.

Therefore, using that limt→∞Eρ
x(F (Xt+s)|ζ > t+ s) =

∫
F (x)Dρ(dx) by Proposition 1.1 again,

we deduce that ∫
P
F (x)Dρ(dx) = Eρ

Dρ(F (Xs)1{ζ>s})e
(ρ2/2−1)s,

and hence that Dρ is a quasi-stationary distribution of the BBM+(−ρ) with parameter (ρ2/2−1).
Using (6), we have

Pρ
Dρ(ζ > t) = e−( ρ

2

2
−1)t. (16)

We now prove that the quasi-stationary distribution Dρ is minimal. Let λ > ρ2

2 − 1. Using (2)
and the branching property, we observe that for all ν ∈ P∗, we have

Eρ
ν(eλζ) =∞.

Let µ > λ, and let us assume that there is a quasi-stationary measure E with parameter µ. We
would have Pρ

E(ζ > t) = e−µt, and therefore Eρ
E(e

λζ) < ∞. As a result, Eρ
ν(eλζ) < ∞ for E-a.s.

ν ∈ P∗, showing that E(P∗) = 0, which leads to a contradiction.

3 Properties of the Yaglom limit

In this section, we prove Theorems 1.3 and 1.4. We first recall in Section 3.1 the definitions
and results from [19] that will be used for these proofs. Then, using a coupling described in
Section 3.2 and preliminary bounds obtained in Section 3.3, we prove Theorems 1.3 and 1.4 in
Sections 3.7 and 3.6 respectively, by comparing BBM+(−ρ) with a branching Brownian motion
in a strip of time-varying width described in Section 3.5.

Throughout this section, we will be considering limits as ε→ 0. If f and g are functions, we
write f(ε) � g(ε) if limε→0 f(ε)/g(ε) = 0, f(ε) ∼ g(ε) if limε→0 f(ε)/g(ε) = 1, and f(ε) � g(ε)
if there is a positive constant C such that f(ε) ≤ Cg(ε) for all ε > 0.

3.1 Definitions of Z(ν, L) and T (ν)

In this subsection, we review some definitions and results from [19] which are important for
understanding the structure of the proofs. The paper [19] pertained to the case of critical drift
ρ =

√
2 and used a different scaling in which the branching rate is 1/2 rather than 1 and the

12



critical drift is 1 rather than
√

2. However, results from [19] can easily be transferred to the
setting of the present paper by scaling time by a factor of 2 and scaling space by a factor of

√
2.

For t > 0 and s ∈ [0, t], let

Lt(s) = c(t− s)1/3, where c =
(3π2)1/3

√
2

. (17)

We also write Lt = Lt(0). For L > 0 and x > 0, define

z(x, L) =
√

2Le
√

2(x−L) sin

(
πx

L

)
1{0<x<L}. (18)

Then, for an arbitrary point measure ν ∈ P defined as in (9), we define

Z(ν, L) =
∑
i

z(xi, L), Zt(s) = Z(Xs, Lt(s)).

We note that Zt(s) can be viewed as a measure of the “size” of the process at time s and, in
particular, can be used to predict how likely it is that the process will survive until time t. For
example, it is shown in [3] that there are positive constants C3 and C4 such that for all x such
that 0 < x ≤ Lt − 1, we have

C3z(x, Lt) ≤ P
√

2
x (ζ > t) ≤ C4z(x, Lt). (19)

This result allows us to define a quantity, which we call T (ν), which predicts with high
accuracy how long the BBM with absorption will survive, if it begins from the initial configuration
ν ∈ P. Following [19], we define

T (ν) = inf{t : Lt ≥M(ν) + 2 and Z(ν, Lt) ≤ 1/2}. (20)

That is, T (ν) is the smallest value of t for which Z(ν, Lt) ≤ 1/2, considering only values of t that
are large enough that all particles in the initial configuration ν are below Lt− 2. As explained in
[19], the quantity T (ν) is well-defined and finite. Note that t 7→ Lt is increasing and continuous,
and L 7→ Z(ν, L) is continuous for L ≥ M(ν) + 2. Therefore, when t = T (ν), one of the two
inequalities in the definition of T (ν) must be an equality. That is, either LT (ν) = M(ν)+2, which
will be the case if Z(ν,M(ν) + 2) < 1/2, or else Z(ν, LT (ν)) = 1/2.

The result (19) suggests that when Z(ν, Lt) = 1/2, the probability that the process survives
until time t will not be close to either zero or one, and therefore the process should survive until
approximately time t. The following more formal statement, which is Lemma 2.11 of [19], states
that this intuition is correct as long as no particle of ν is very close to LT (ν).

Lemma 3.1. Let δ > 0. There exist positive constants k, t0, and a such that for all ν ∈ P such
that T (ν) ≥ t0 and LT (ν) −M(ν) ≥ a, we have

P
√

2
ν

(
|ζ − T (ν)| ≤ kT (ν)2/3

)
> 1− δ.

A challenge when applying Lemma 3.1 is proving that LT (ν)−M(ν) ≥ a with high probability.
However, the following result, which is Lemma 2.12 of [19], shows that if we begin with any initial
configuration, the configuration of particles after a short time will satisfy this condition with high
probability.

Lemma 3.2. Let δ > 0 and A > 0. There exist positive real numbers t1 and d, depending on δ
and A, such that if ν ∈ P, then

P
√

2
ν ({M(Xd) ≥ LT (Xd) −A} ∩ {T (Xd) ≥ t1}) < δ.

13



3.2 A coupling

To apply Lemmas 3.1 and 3.2, it will be necessary to show that the branching Brownian motion
with drift −

√
2 is a good approximation to the branching Brownian motion with drift −ρ =

−
√

2 − ε, as long as ε is small. To do this, we construct a coupling so that, up to some time
t, the BBM+(−ρ) stays in between two copies of BBM+(−

√
2) started from different initial

configurations.

Definition 3.3. Let ν1 and ν2 be point measures in P. We say that ν1 dominates ν2, and write
ν1 � ν2, if for all y > 0, we have ν1([y,∞)) ≥ ν2([y,∞)).

Definition 3.4. Let ν =
∑

i δxi ∈ P, and let ∆ > 0. Let ν − ∆ =
∑

i δxi−∆1{xi>∆} be the
configuration of particles obtained from ν by removing all particles in (0,∆] and moving all
others to the left by ∆.

To construct the coupling, we begin with a process (X∗t , t ≥ 0) which evolves, under Pρ
ν , as a

BBM without drift and without absorption at zero, started from X∗0 = ν. Let N ∗t denote the set
of particles alive at time t. For all u ∈ N ∗t and s ≤ t, we write X∗s (u) for the position at time s
of the particle u. For all t ≥ 0 and ∆ > 0, we define

Xt =
∑
u∈N ∗t

δX∗t (u)−ρt1{X∗s (u)−ρs≥0 ∀s∈[0,t]}

XU
t =

∑
u∈N ∗t

δX∗t (u)−
√

2t1{X∗s (u)−
√

2s≥0 ∀s∈[0,t]}

XL,∆
t =

∑
u∈N ∗t

δX∗t (u)−∆−
√

2t1{X∗s (u)−∆−
√

2s≥0 ∀s∈[0,t]}.

Under Pρ
ν , the process (Xt, t ≥ 0) is BBM+(−ρ), started from X0 = ν. The process (XU

t , t ≥ 0)
is BBM+(−

√
2), started from XU

0 = ν. The process (XL,∆
t , t ≥ 0) is BBM+(−

√
2), started from

XL,∆
0 = ν −∆. It is not difficult to see that if Xt has a particle at y, then XU

t has a particle at
y + εt because the particles have a drift of −

√
2 instead of −ρ. Also, XU

t may have additional
particles for which there is no corresponding particle alive at time t in Xt because the smaller
drift allowed the particle to avoid being absorbed at the origin. Therefore,

Xt ≺ XU
t for all t ≥ 0. (21)

Likewise, if t ≤ ε−1∆ and XL,∆
t has a particle at y, then Xt has a particle at y + ∆− εt. Thus,

Xt � XL,∆
t for all t ∈ [0, ε−1∆]. (22)

Define the extinction times

ζU = inf{t ≥ 0 : XU
t (R+) = 0}, ζL,∆ = inf{t ≥ 0 : XL,∆

t (R+) = 0}.

Note that (21) and (22) imply that

min(ε−1∆, ζL,∆) ≤ ζ ≤ ζU . (23)
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3.3 Preliminary bounds on T (Dρ) and M(Dρ)

Our goal in this subsection is to prove lemmas 3.7 and 3.8, which give preliminary bounds for the
quantities T (Dρ) and M(Dρ). Lemma 3.7 shows that T (Dρ) is at least comparable to ε−1, while
Lemma 3.8 shows that M(Dρ) is at most of the order ε−1/3. These results will be used to obtain
more precise estimates later. The proofs of both of these results involve making comparisons to
BBM with critical drift.

Lemma 3.5 will help us to determine how much Zt(Xs) changes when the location of the
particles or the upper boundary moves slightly. The key ideas in the proof come from the proof
of Lemma 4.1 in [19]. We will also use the inequalities

(2/π)y ≤ sin(y) ≤ y if 0 < y ≤ π/2,
(2/π)(π − y) ≤ sin(y) ≤ π − y if π/2 ≤ y < π.

(24)

Lemma 3.5. If 1 ≤ x ≤ L− 2, then

z(x, L)
(√

2− π

4

)
≤ ∂z

∂x
(x, L) ≤ z(x, L)

(√
2 +

π

2

)
, (25)

and the lower bound in (25) holds also when 0 < x < 1. Also, if 0 < x ≤ L− 2, then

∂z

∂L
(x, L) ≤ −1

8
z(x, L). (26)

Proof. A short calculation gives

∂z

∂x
(x, L) = z(x, L)

(√
2 +

π

L
· cos(πx/L)

sin(πx/L)

)
.

The upper bound in (25) holds because cos(πx/L) ≤ 1 and, when 1 ≤ x ≤ L − 2, we have
sin(πx/L) ≥ 2/L. When 0 < x ≤ L/2, the lower bound in (25) follows immediately because
cos(πx/L)/ sin(πx/L) ≥ 0. When L/2 < x ≤ L − 2, we have | cos(πx/L)| ≤ 1 and sin(πx/L) ≥
4/L, which together give the lower bound in (25).

Likewise, we calculate

∂z

∂L
(x, L) = −z(x, L)

(√
2 +

πx

L2
· cos(πx/L)

sin(πx/L)
− 1

L

)
.

Because x ≤ L, the argument used to prove (25) yields that for 0 < x ≤ L− 2, we have

∂z

∂L
(x, L) ≤ −z(x, L)

(√
2− π

4
− 1

L

)
.

If 0 < x ≤ L−2, then we must have L ≥ 2 and therefore
√

2−π/4−1/L ≥
√

2−π/4−1/2 > 1/8,
which proves (26).

Lemma 3.6. For all t > 0, all ρ ≥
√

2, and all initial configurations ν such that M(ν) ≤ Lt− 1,
we have

Pρ
ν(ζ > t) ≤ C4Zt(0).

Proof. By the coupling defined in Section 3.2, we observe that ρ 7→ Pρ
ν(ζ > t) is non-increasing,

as survival gets more difficult as the drift increases. It is therefore enough to prove the inequality
with ρ =

√
2, which follows immediately from (19) and a union bound.
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Lemma 3.7. For all η > 0, there exists k > 0 such that if ε is sufficiently small, then

P(T (Dρ) < kε−1) < η.

Proof. By the definition of T (Dρ), we have Z(Dρ, LT (Dρ)) ≤ 1/2. Note that on the event

{T (Dρ) < kε−1}, we have L2kε−1 − LT (Dρ) ≥ c(21/3 − 1)k1/3ε−1/3. It follows from (26) that
on {T (Dρ) < kε−1}, we have

Z(Dρ, L2kε−1) ≤ Z(Dρ, LT (Dρ)) · e−(1/8)(L2kε−1−LT (Dρ)) ≤ 1

2
e−(1/8)c(21/3−1)k1/3ε−1/3

.

Therefore, by Lemma 3.6, since X0 has the same law as Dρ under Pρ
Dρ , we have

Pρ
Dρ(ζ > 2kε−1 |T (X0) < kε−1) ≤ C4

2
e−(1/8)c(21/3−1)k1/3ε−1/3

.

It follows that

Pρ
Dρ(ζ ≤ 2kε−1) ≥ P(T (Dρ) < kε−1)

(
1− C4

2
e−(1/8)c(21/3−1)k1/3ε−1/3

)
.

By Corollary 1.2,

Pρ
Dρ(ζ ≤ 2kε−1) = 1− exp((1− ρ2/2)(2kε−1)) = 1− exp(−(2

√
2k + kε)) ≤ 2

√
2k + kε,

so

P(T (Dρ) < kε−1) ≤ (2
√

2k + kε)

(
1− C4

2
e−(1/8)c(21/3−1)k1/3ε−1/3

)−1

.

Therefore, if we take k < η/(2
√

2), then

lim sup
ε→0

P(T (Dρ) < kε−1) ≤ 2
√

2k < η,

which implies the lemma.

For the following lemma, we will need a result for the case of critical drift. Maillard and
Schweinsberg [19], building on earlier work in [14, 3], showed that for all x ∈ R,

lim
t→∞

P
√

2
Lt+x

(ζ > t) = φ(x), (27)

where φ is a function satisfying limx→∞ φ(x) = 1 and limx→−∞ φ(x) = 0.

Lemma 3.8. For all η > 0, there exists J > 0 such that if ε is sufficiently small, then

P(M(Dρ) > Jε−1/3) < η.

Proof. By (23) with ∆ = εt, we have

Pρ
x(ζ > t) ≥ P

√
2

x−εt(ζ > t).

Setting x = Jε−1/3 and t = Jε−1, we get

Pρ

Jε−1/3(ζ > Jε−1) ≥ P
√

2
Jε−1/3−J(ζ > Jε−1).
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Choose a such that 0 < a < φ(0), where φ is the function from (27). By (27), there is an ε0 such
that if 0 < ε < ε0, then

P
√

2
cJ1/3ε−1/3(ζ > Jε−1) > a.

Therefore, if we choose J large enough that Jε−1/3 − J > cJ1/3ε−1/3 for 0 < ε < ε0, then

Pρ

Jε−1/3(ζ > Jε−1) > a

for 0 < ε < ε0. It follows that for 0 < ε < ε0,

Pρ
Dρ(ζ > Jε−1) ≥ aP(M(Dρ) > Jε−1/3).

Corollary 1.2 implies that
lim
J→∞

lim
ε→0

Pρ
Dρ(ζ > Jε−1) = 0,

so we also must have
lim
J→∞

lim sup
ε→0

P(M(Dρ) > Jε−1/3) = 0,

which implies the statement of the lemma.

3.4 Comparison between M(Dρ) and LT (Dρ)

Our goal in this subsection is to prove Lemma 3.10, which establishes that under the quasi-
stationary distribution we constructed, the right-most particle M(Dρ) is not too close to LT (Dρ).
This result is necessary for applying Lemma 3.1.

Lemma 3.9. If ν1 ≺ ν2, then T (ν1) ≤ T (ν2).

Proof. It is immediate from the definitions that M(ν1) ≤M(ν2). Therefore, if LT (ν1) ≤M(ν2)+2,
then T (ν1) ≤ T (ν2). On the other hand, for all t such that Lt > M(ν2) + 2, the fact that the
lower bound in (25) holds for all x ∈ (0, L− 2) implies that Z(ν1, Lt) ≤ Z(ν2, Lt). Therefore, the
conclusion that T (ν1) ≤ T (ν2) also must hold when LT (ν1) > M(ν2) + 2.

Lemma 3.10. For all A > 0, we have

lim
ε→0

P(M(Dρ) ≥ LT (Dρ) −A) = 0. (28)

Proof. Let δ > 0. Now choose t1 and d as in Lemma 3.2. Recall from the coupling in Section 3.2
that under Pρ

Dρ , the process (XL,εd
t , t ≥ 0) is a BBM+(−

√
2) whose initial distribution has the

same law as Dρ − εd. By Lemma 3.2,

Pρ
Dρ({M(XL,εd

d ) ≥ L
T (XL,εd

d )
−A} ∩ {T (XL,εd

d ) ≥ t1}) < δ. (29)

Now (22) implies that Xd � XL,εd
d . Therefore, by Lemma 3.9, we have T (XL,εd

d ) ≤ T (Xd) and
thus L

T (XL,εd
d )

≤ LT (Xd). Now

Pρ
Dρ(M(Xd) ≥ LT (Xd) −A)

≤ Pρ
Dρ(T (Xd) ≤ ε−7/8)

+ Pρ
Dρ({T (Xd) > ε−7/8} ∩ {M(Xd) 6= M(XL,εd

d )} ∩ {M(Xd) ≥ LT (Xd) −A})

+ Pρ
Dρ({T (Xd) > ε−7/8} ∩ {M(Xd) = M(XL,εd

d )} ∩ {M(Xd) ≥ LT (Xd) −A}). (30)

17



We separately bound these three terms. By Corollary 1.2, under Pρ
Dρ , the total variation

distance between T (X0) and T (Xd) is at most 1− e−(ρ2/2−1)d. Therefore, by Lemma 3.7,

lim sup
ε→0

Pρ
Dρ(T (Xd) ≤ ε−7/8) ≤ lim sup

ε→0

(
Pρ
Dρ(T (X0) ≤ ε−7/8) + (1− e−(ρ2/2−1)d)

)
= lim sup

ε→0
P(T (Dρ) ≤ ε−7/8)

= 0. (31)

To bound the second term, note that the particles in XL,εd
d are the same as the particles in Xd,

except that some particles may be missing from the former configuration because of additional
killing at the origin. Any particle that is in Xd but not in XL,εd

d must have an ancestor that

passes within εd of the origin. Therefore, if M(Xd) 6= M(XL,εd
d ), then the particle located at

M(Xd) must have an ancestor that passes within εd of the origin between time 0 and time d.
In particular, if M(Xd) ≥ LT (Xd) − A and T (Xd) > ε−7/8, then there must be a particle which

gets to a position εd or smaller, and then increases by at least cε−7/24−A− εd, which for c0 < c
and sufficiently small ε is at least c0ε

−7/24. If a particle is below εd, then standard Gaussian
tail estimates imply that there are positive constants C and C ′ such that the probability that
this particle increases by at least c0ε

−7/24 by time d is at most Ce−C
′ε−7/12

. By the many-to-one
lemma, accounting for branching multiplies this probability by at most the constant factor of
ed. By (10), the expected number of particles at time zero is bounded above by eC2ε−1/2

. Using
Markov’s inequality, it follows that

lim sup
ε→0

Pρ
Dρ({T (Xd) > ε−7/8} ∩ {M(Xd) 6= M(XL,εd

d )} ∩ {M(Xd) ≥ LT (Xd) −A})

≤ lim sup
ε→0

Cede−C
′ε−7/12

eC2ε−1/2
= 0. (32)

It remains to bound the third term. Because M(XL,εd
d ) ≤ T (XL,εd

d ) + 2 by definition, on the

event {T (Xd) > ε−7/8}∩{M(Xd) = M(XL,εd
d )}∩{M(Xd) ≥ LT (Xd)−A}, we have for sufficiently

small ε,

T (XL,εd
d ) ≥M(XL,εd

d )− 2 = M(Xd)− 2 ≥ LT (Xd) −A− 2 ≥ cε−7/24 −A− 2 ≥ t1.

Recalling also that L
T (XL,εd

d )
≤ LT (Xd), it now follows from Lemma 3.2 that

lim sup
ε→0

Pρ
Dρ({T (Xd) > ε−7/8} ∩ {M(Xd) = M(XL,εd

d )} ∩ {M(Xd) ≥ LT (Xd) −A})

≤ lim sup
ε→0

Pρ
Dρ({M(XL,εd

d ) ≥ L
T (XL,εd

d )
−A} ∩ {T (XL,εd

d ) ≥ t1}) ≤ δ. (33)

It now follows from (30), (31), (32), and (33) that

lim sup
ε→0

Pρ
Dρ(M(Xd) ≥ LT (Xd) −A) ≤ δ.

By Corollary 1.2,

P(M(Dρ) ≥ LT (Dρ) −A) ≤ Pρ
Dρ(M(Xd) ≥ LT (Xd) −A) + (1− e−(ρ2/2−1)d).

It follows that
lim sup
ε→0

P(M(Dρ) ≥ LT (Dρ) −A) ≤ δ.

Because δ > 0 was arbitrary, the result follows.
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3.5 A truncated process

Given t > 0, it will often be useful to consider a truncated process in which particles at time
s ∈ [0, t] are killed not only if they reach 0 but also if they reach an upper boundary at Lt(s).
Note that the process is guaranteed to die out before time t because Lt(t) = 0. We will denote
probabilities and expectations for this process when the initial condition has law D and the drift
is −ρ by Pρ,t

D and Pρ,t
D . As in the case when particles are absorbed only at the origin, for ν ∈ P

and x > 0, we write the subscripts ν and x in place of δν and δδx . Also, when 0 < r < t, we will
write Pρ,t

x,r and Eρ,t
x,r when the process starts from one particle at time r located at x.

For 0 ≤ r < s < t, we denote by qρ,tr,s(x, y) the density for the process started from one particle
at x at time r, meaning that if A is a Borel subset of (0, Lt(s)), then the expected number of
particles in the set A at time t is

∫
A q

ρ,t
r,s(x, y) dy. We will write qρ,ts (x, y) in place of qρ,t0,s(x, y).

We review here some results from [19] in the critical case ρ =
√

2. Let ws(x, y) be the density
for a single Brownian particle killed at 0 and 1, meaning that if a Brownian particle starts at
x ∈ (0, 1) and is killed upon reaching 0 or 1, then the probability that it is in some Borel subset
A of (0, 1) at time s is given by

∫
Aws(x, y) dy. According to Lemma 5 in [2] or equations (5.3)

and (5.5) of [19],

ws(x, y) = 2e−π
2s/2 sin(πx) sin(πy)(1 + ds(x, y)), (34)

where

|ds(x, y)| ≤
∞∑
n=2

n2e−π
2(n2−1)s/2. (35)

For 0 ≤ r < s < t, define

τt(r, s) =

∫ s

r

1

Lt(u)2
du =

2

π2
·
√

2(Lt(r)− Lt(s)). (36)

Then, Proposition 5.4 of [19] in the case A = 0, along with the Girsanov transformation explained
at the beginning of section 5.2 of [19], give that for 0 ≤ r < s < t, 0 < x < Lt(r), and
0 < y < Lt(s), we have

q
√

2,t
r,s (x, y) =

eO((t−s)−1/3)

Lt(r)1/2Lt(s)1/2
e
√

2(x−y)wτt(r,s)

(
x

Lt(r)
,

y

Lt(s)

)
. (37)

A consequence of Girsanov’s Theorem is that if ρ =
√

2 + ε, then

qρ,tr,s(x, y) = q
√

2,t
r,s (x, y) · eε(x−y)−

√
2ε(s−r)−ε2(s−r)/2. (38)

The following result follows immediately from (36), (37) and (38). Here we assume ρ =
√

2 + ε,
where ε > 0.

Lemma 3.11. Fix δ > 0, and β > 0. There exist positive numbers t0 and C5 such that for all
t ≥ t0, all r and s such that s ≤ (1− δ)t, δt2/3 ≤ s− r ≤ δ−1t2/3, and ε(s− r) ≤ β, we have

qρ,tr,s(x, y) ≤ C5

Lt
e
√

2x sin

(
πx

Lt(r)

)
e−
√

2y sin

(
πy

Lt(s)

)
for all x and y such that 0 < x < Lt(r) and 0 < y < Lt(s). If instead we let t→∞ and allow ε,
r, and s to depend on t, then if s� t, s− r � t2/3, and ε(s− r)→ 0, we have

qρ,tr,s(x, y) =
2(1 + o(1))

Lt
e
√

2(Lt(s)−Lt(r))e
√

2x sin

(
πx

Lt(r)

)
e−
√

2y sin

(
πy

Lt(s)

)
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for all x and y such that 0 < x < Lt(r) and 0 < y < Lt(s).

Let
y(x, L) =

x

L
e
√

2(x−L), Yt(s) =
∑
u∈Ns

y(Xs(u), Lt(s)).

We denote by Rt(s) the number of particles killed at the upper boundary between times 0 and s.

Lemma 3.12. Fix δ > 0 and β > 0. Then there exist positive real numbers t0 and C6 such that
for all t ≥ t0, all s such that δt2/3 ≤ s ≤ (1 − δ)t, all ρ such that 0 ≤ (ρ −

√
2)s ≤ β, and all

initial configurations ν ∈ P for which ν([Lt,∞)) = 0, we have

Eρ,t
ν [Rt(s)] ≤ C6

(
s

t
Zt(0) + Yt(0)

)
.

Proof. When ρ =
√

2, the result follows from the first inequality in Lemma 5.8 of [19] and
equation (36). Now suppose instead ρ =

√
2 + ε, where 0 < εs ≤ β. It follows from (38) and the

assumptions on s that there are positive constants C7 and C8 such that for all x ∈ (0, Lt) and all
y ∈ (0, Lt(s)), we have

C7q
√

2,t
s (x, y) ≤ qρ,ts (x, y) ≤ C8q

√
2,t

s (x, y). (39)

Because Eρ,t
ν [Rt(s)] is the expected number of particle trajectories that hit the upper boundary

before time s, the result follows from (39) and the result when ρ =
√

2.

Lemma 3.13. Let f : [0,∞) → [0,∞) and g : [0, 1] → [0,∞) be bounded nonzero measurable
functions. Let s > 0, t > 0, and ν ∈ P depend on ε in such a way that as ε→ 0, we have t→∞,
t2/3 � s� t, εs→ 0, and ν([Lt,∞)) = 0. Then the following hold as ε→ 0:

Eρ,t
ν

[ ∑
u∈N+

s

f(Xs(u))

]
∼ π√

2L3
t

e
√

2Lt(s)Zt(0)

∫ ∞
0

2ye−
√

2yf(y) dy (40)

Eρ,t
ν

[ ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

Lt(s)

)]
∼ 2
√

2

πLt
e
√

2Lt(s)Zt(0)

∫ 1

0

π

2
sin(πy)g(y) dy (41)

Varρ,tν

( ∑
u∈N+

s

f(Xs(u))

)
.
e2
√

2Lt(s)

L6
t

(
s

t
Zt(0) +

1

Lt
Zt(0) + Yt(0)

)
(42)

Varρ,tν

( ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

Lt(s)

))
.
e2
√

2Lt(s)

L2
t

(
s

t
Zt(0) +

logLt
Lt

Zt(0) + Yt(0)

)
. (43)

The proof of Lemma 3.13 will be deferred until section 3.8. It will be clear from the proof
that the results (42) and (43) hold under the weaker hypotheses that t2/3 . s, t − s & t, and
εs . 1, although we will not need this stronger result in this paper.

3.6 Proof of Theorem 1.4

In this subsection, we complete the proof of Theorem 1.4. We begin with the following conse-
quence of Lemma 3.13.
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Lemma 3.14. Let f : [0,∞) → [0,∞) and g : [0, 1] → [0,∞) be bounded nonzero measurable
functions. Let s = ε5/6. Then, under Pρ

Dρ, we have as ε→ 0,

L3
T (X0)e

−
√

2LT (X0)
(s)

∑
u∈N+

s

f(Xs(u))→p
π

2
√

2

∫ ∞
0

2ye−
√

2yf(y) dy (44)

and

LT (X0)e
−
√

2LT (X0)
(s)

∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

LT (X0)(s)

)
→p

√
2

π

∫ 1

0

π

2
sin(πy)g(y) dy. (45)

Also, we have
M(Xs)

LT (X0)(s)
→p 1 (46)

and
logN(Xs)√
2LT (X0)(s)

→p 1 (47)

Proof. Our strategy is to apply Lemma 3.13, conditional on the initial configuration at time zero.
To do this, let (εn)∞n=1 be a sequence of positive numbers tending to zero. Let

ρn =
√

2 + εn, sn = ε−5/6
n , tn = T (Dρn) ∧ ε−9/8

n ,

where Dρn is a random variable having law Dρn which will serve as the initial configuration of
particles at time zero. Note that εn and therefore sn are deterministic but tn is random. We
have sn/tn →p 0 by Lemma 3.7. By Lemma 3.10, we have

LT (Dρn ) −M(Dρn)→p ∞ as n→∞.

Also, P(M(Dρn) > c
2ε
−3/8
n )→ 0 as n→∞ by Lemma 3.8. Combining these two results, we get

Ltn −M(Dρn)→p ∞ as n→∞.

It now follows from Skorokhod’s Representation Theorem that we may construct the random
variables Dρn on one probability space in such a way that almost surely, we have

lim
n→∞

t
2/3
n

sn
= 0, lim

n→∞

sn
tn

= 0, (48)

and
lim
n→∞

(
Ltn −M(Dρn)

)
=∞. (49)

The results (48) and (49), combined with the fact that εnsn → 0 as n → ∞, allow us to apply
Lemma 3.13, conditional on the initial configurations Dρn .

The result (49) implies that almost surely Ltn−M(Dρn) > 2 for sufficiently large n. Then the
definition of T (Dρn) implies that almost surely ZT (Dρn )(0) = 1/2 for sufficiently large n. Because
Ztn(0) > 1/2 when tn < T (Dρn), it follows that almost surely

Ztn(0) ≥ 1/2 for sufficiently large n. (50)
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It also follows from the definitions of z(x, L) and y(x, L) that when equation (49) holds, we have
Ytn(0)/Ztn(0) → 0 as n → ∞. We also have sn/tn → 0 and Ltn → ∞ as n → ∞. Therefore,
the right-hand side of (42) divided by the square of the right-hand side of (40) tends to zero
as n → ∞, and the right-hand side of (43) divided by the square of the right-hand side of (41)
tends to zero as n → ∞. It follows that we can obtain concentration results by applying the
conditional Chebyshev’s Inequality. We get that for the process in which particles are killed not
only at the origin but also if they reach Ltn(r) at time r, we have as n→∞,

L3
tn

Ztn(0)
e−
√

2Ltn (sn)
∑
u∈N+

sn

f(Xsn(u))→p
π√
2

∫ ∞
0

2ye−
√

2yf(y) dy (51)

and
Ltn
Ztn(0)

e−
√

2Ltn (sn)
∑
u∈N+

sn

e
√

2Xsn (u)g

(
Xsn(u)

Ltn(sn)

)
→p

2
√

2

π

∫ 1

0

π

2
sin(πy)g(y) dy. (52)

Let 0 < θ < 1. By applying (52) to the function g(x) = 1[θ,1](x), we see that

lim
n→∞

Pρn,tn
Dρn (M(Xsn) > θLtn(sn)) = 1. (53)

Because the position of the maximum particle can only become larger if particles are not killed
at an upper boundary, it follows that

lim
n→∞

Pρn
Dρn (M(Xsn) > θLtn(sn)) = 1.

However, Lemma 3.8 and Corollary 1.2 imply that

lim
n→∞

Pρn
Dρn (M(Xsn) > θL

ε
−9/8
n

(sn)) = 0.

It now follows from the definition of tn that

lim
n→∞

P(T (Dρn) < ε−9/8
n ) = 1.

Therefore, tn can be replaced by T (Dρn) = T (X0) in (51) and (52). Also, because almost surely
ZT (Dρn )(0) = 1/2 for sufficiently large n as noted above, we can replace Ztn(0) by 1/2 in (51)
and (52). It follows that (44) and (45) both hold for the process in which particles are killed at
Ltn(r) at time r. Furthermore, by letting θ → 1 in (53) and noting that M(Xsn) ≤ Ltn(sn) when
particles are killed at the upper boundary, the result (46) also holds for the process in which
particles are killed at Ltn(r) at time r.

To complete the proof of (44), (45), and (46), it remains to show that, with probability
tending to one as n → ∞, no particle reaches Ltn(r) for r ∈ [0, sn], which will establish that
results for the process with killing at the upper boundary also hold for the process without killing.
However, this follows immediately from Lemma 3.12 because sn/tn → 0 and Ytn(0)/Ztn(0) → 0
almost surely as n → ∞, and Ztn(0) = 1/2 with probability tending to one as n → ∞. Finally,
(47) follows by choosing f(x) = 1 for all x in (44) and taking logarithms.

Proof of Theorem 1.4. Let f : [0,∞) → [0,∞) and g : [0, 1] → [0,∞) be bounded continuous
functions. Let s = ε−5/6. Dividing the expression on the left-hand side of (44) for a general f by
the expression when f(x) = 1 for all x, we get that under Pρ

Dρ , as ε→ 0,

1

N(Xs)

∑
u∈N+

s

f(Xs(u))→p

∫ ∞
0

2ye−
√

2yf(y) dy.
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Likewise, dividing the expression on the left-hand side of (45) for a general g by the expression
when g(x) = 1 for all x, we get that under Dρn ,( ∑

u∈N+
s

e
√

2Xs(u)

)−1 ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

LT (X0)(s)

)
→p

∫ 1

0

π

2
sin(πy)g(y) dy.

By (46) and the continuity of g, it now follows that( ∑
u∈N+

s

e
√

2Xs(u)

)−1 ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

M(Xs)

)
→p

∫ 1

0

π

2
sin(πy)g(y) dy.

Because (ρ2/2 − 1)s → 0 as ε → 0, it now follows from the quasi-stationary established in
Corollary 1.2 that

1

N(X0)

∑
u∈N+

0

f(X0(u))→p

∫ ∞
0

2ye−
√

2yf(y) dy. (54)

and ( ∑
u∈N+

0

e
√

2X0(u)

)−1 ∑
u∈N+

0

e
√

2X0(u)g

(
X0(u)

M(X0)

)
→p

∫ 1

0

π

2
sin(πy)g(y) dy.

According to Theorem 16.16 of [13], these two convergence results imply Theorem 1.4.

We now record the following consequence of Theorem 1.4 which will be important in the next
section. For ν ∈ P given by (9) and ∆ > 0, define

Z∆(ν, L) =
∑
i

z(xi, L)1{xi≤∆},

which is the contribution to Z(ν, L) from particles located between 0 and ∆. The following lemma
shows that this contribution is small for a configuration of particles having law Dρ.

Lemma 3.15. For all ∆ > 0 and all θ > 0, we have

lim
ε→0

P(Z∆(Dρ, LT (Dρ)) > θ) = 0. (55)

Proof. Note that LT (Dρ) →p ∞ as ε→ 0 by Lemma 3.7. Also, using that limy→0 y
−1 sin(y) = 1,

for any fixed x > 0 we have

lim
L→∞

z(x, L)

π
√

2e−
√

2L · xe
√

2x
= 1,

and this convergence is uniform over x in compact intervals. Therefore, if for each positive integer
k we define the function fk(x) = xe

√
2x1{x≤k∆}, then under Pρ

Dρ , we have as ε→ 0,

π
√

2e−
√

2LT (X0)

Zk∆(X0, LT (X0))

∑
u∈N0

fk(X0(u))→p 1.

Now, by applying (54) to the function fk for k = m and k = 1, we get that as ε→ 0,

Z∆(Dρ, LT (Dρ))

Zm∆(Dρ, LT (Dρ))
→p

∫∞
0 2ye−

√
2yf1(y) dy∫∞

0 2ye−
√

2yfm(y) dy
=

∫ ∆
0 2y2 dy∫m∆

0 2y2 dy
=

1

m3
,

which tends to zero as m → ∞. Because Z(Dρ, LT (Dρ)) ≤ 1/2 by the definition of T (Dρ), and

therefore Zm∆(Dρ, LT (Dρ)) ≤ 1/2 for all m, the result follows.
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3.7 Proof of Theorem 1.3

So that we can take advantage of the coupling presented in section 3.2, we will begin by proving
that the values of T (Dρ) and T (Dρ −∆) are approximately the same.

Lemma 3.16. Let ∆ > 0. Then there exists a positive constant k∆, depending on ∆, such that

lim
ε→0

P
(
T (Dρ)− k∆T (Dρ)2/3 ≤ T (Dρ −∆) ≤ T (Dρ)

)
= 1.

Proof. Because Z(Dρ, LT (Dρ)) = 1/2 as long as M(Dρ) < LT (Dρ)−2, it follows from Lemma 3.10
that

lim
ε→0

P(Z(Dρ, LT (Dρ)) = 1/2) = 1.

We now consider what happens when we change the configuration of particles from Dρ to Dρ−∆.
It follows from the upper bound in (25) that for x ∈ [∆ + 1, LT (Dρ) − 2], we have

z(x−∆, LT (Dρ)) ≥ e−∆(
√

2+π/2)z(x, LT (Dρ)).

Lemma 3.15 with θ = 1/4 implies that the contribution to Z(Dρ, LT (Dρ)) from all particles below
∆ + 1 is at most 1/4 with probability tending to one as ε→ 0. Therefore,

lim
ε→0

P

(
Z(Dρ −∆, LT (Dρ)) ≥

1

4
e−∆(

√
2+π/2)

)
= 1.

By (26), if 0 < x ≤M(Dρ) and M(Dρ) + 2 ≤ L ≤ LT (Dρ), then

z(x, L) ≥ z(x, LT (Dρ))e
(LT (Dρ)−L)/8.

Therefore, on the event that Z(Dρ−∆, LT (Dρ)) ≥ 1
4e
−∆(

√
2+π/2), we have Z(Dρ−∆, L) ≥ 1/2 if

L ≤ LT (Dρ) − a∆, where

a∆ = 8

(
∆
(√

2 +
π

2

)
+ log 2

)
.

Thus, with probability tending to one as ε→ 0, we have

LT (Dρ) − a∆ ≤ LT (Dρ−∆) ≤ LT (Dρ), (56)

and therefore (
T (Dρ)1/3 − a∆

c

)3

≤ T (Dρ −∆) ≤ T (Dρ).

The result follows, with k∆ = 3a∆/c.

The next result, which is an extension of Lemma 3.1, allows us to relate the extinction time
ζ for the process to T (X0), which is a function of the initial configuration of particles. This
result will allow us to use what is known from Corollary 1.2 about the distribution of ζ to obtain
asymptotics for M(Dρ) and N(Dρ).

Lemma 3.17. Let δ > 0. There exists a positive constant k0 such that for sufficiently small ε,
we have

Pρ
Dρ
(
|ζ − T (X0)| ≤ k0T (X0)2/3

)
> 1− δ. (57)
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Proof. We will use the coupling described in section 3.2. Let δ > 0, and choose k, t0, and a as in
Lemma 3.1 but with δ/4 in place of δ. By Corollary 1.2, we can choose a constant ∆ > 0 large
enough that

Pρ
Dρ(ζ > ∆ε−1) < δ/4

for sufficiently small ε. Recall the constants a∆ and k∆ from Lemma 3.16. Choose a positive

constant t1 > t0 large enough that t1 − k∆t
2/3
1 ≥ t0. By Lemma 3.7,

lim
ε→0

P(T (Dρ) > t1) = 1. (58)

By Lemma 3.16, it follows that

lim
ε→0

P(T (Dρ −∆) > t0) = 1. (59)

It follows from Lemma 3.10 that

lim
ε→0

P(LT (Dρ) −M(Dρ) ≥ a+ a∆) = 1, (60)

and then, because M(Dρ −∆) ≤M(Dρ), equation (56) yields

lim
ε→0

P(LT (Dρ−∆) −M(Dρ −∆) ≥ a) = 1. (61)

In view of (58), (59), (60), and (61), we can apply Lemma 3.1 with Dρ and with Dρ−∆ in place
of ν to get that for sufficiently small ε,

Pρ
Dρ
(
|ζU − T (XU

0 )| ≤ kT (XU
0 )2/3

)
> 1− δ/4 (62)

and
Pρ
Dρ
(
|ζL,∆ − T (XL,∆

0 )| ≤ kT (XL,∆
0 )2/3

)
> 1− δ/4. (63)

Because T (XU
0 ) = T (X0) and ζ ≤ ζU by (23), equation (62) implies

Pρ
Dρ(ζ ≤ T (X0) + kT (X0)2/3) > 1− δ/4. (64)

Also, using (23) and (63),

Pρ
Dρ
(
ζ ≤ T (XL,∆

0 )− kT (XL,∆
0 )2/3

)
≤ Pρ

Dρ(ζ > ∆ε−1) + δ/4 < δ/2. (65)

Combining (64) and (65) with Lemma 3.16, we get that for sufficiently small ε,

Pρ
Dρ
(
T (X0)− (k + k∆)T (X0)2/3 ≤ ζ ≤ T (X0) + kT (X0)2/3

)
> 1− δ.

The result now follows with k0 = k + k∆.

Proof of Theorem 1.3. Write s = ε−5/6. We now compare T (X0) and T (Xs). Let δ > 0. By
Lemma 3.17, for sufficiently small ε,

Pρ
Dρ
(
|ζ − T (X0)| ≤ k0T (X0)2/3

)
> 1− δ. (66)

Corollary 1.2 applied to the function F (ν) = Pρ
ν(|ζ − T (ν)| ≤ k0T (ν)2/3), combined with (66)

gives that for sufficiently small ε,

Pρ
Dρ
(
|(ζ − s)− T (Xs)| ≤ k0T (Xs)

2/3 | ζ > s
)
> 1− δ. (67)
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It also follows from Corollary 1.2 that

lim
ε→0

Pρ
Dρ(ζ > s) = 1, (68)

so (67) implies that for sufficiently small ε,

Pρ
Dρ
(
|(ζ − s)− T (Xs)| ≤ k0T (Xs)

2/3
)
> 1− 2δ. (69)

Therefore, combining (66) and (69) gives that for sufficiently small ε,

Pρ
Dρ
(
|T (X0)− T (Xs)| ≤ s+ k0T (X0)2/3 + k0T (Xs)

2/3
)
> 1− 3δ.

It now follows from Lemma 3.7 that under Pρ
Dρ , we have T (X0)/T (Xs) →p 1 as ε → 0, and

therefore
LT (X0)(s)

LT (Xs)
=

(
T (X0)− s
T (X0)

· T (X0)

T (Xs)

)1/3

→p 1.

Therefore, the equations (46) and (47) imply

logN(Xs)

LT (Xs)
→p

√
2,

M(Xs)

LT (Xs)
→p 1.

It now follows from (68) and the quasi-stationarity established in Corollary 1.2 that under Pρ
Dρ ,

logN(X0)

LT (X0)
→p

√
2,

M(X0)

LT (X0)
→p 1.

Also, under Pρ
Dρ , we have ζ/T (X0)→p 1 as ε→ 0 by Lemma 3.7 and Lemma 3.17, so

logN(X0)

cζ1/3
→p

√
2,

M(X0)

cζ1/3
→p 1.

Corollary 1.2 implies that εζ ⇒ V/
√

2 as ε→ 0 under Dρ, so we have the joint convergence(
εζ, ε1/3 logN(X0), ε1/3M(X0)

)
⇒
(

1√
2
V,

√
2c

21/6
V 1/3,

c

21/6
V 1/3

)
,

which is equivalent to the statement of Theorem 1.3.

3.8 Moment Calculations

In this section, we prove Lemma 3.13. Recall that we are considering the process in which
particles at time s are killed when they reach either 0 or Lt(s). The calculations in this section
are similar to those in section 3.4 in [4] but use ideas from [19].

Proof of (40). Using Lemma 3.11, we have

Eρ,t
x

[ ∑
u∈N+

s

f(Xs(u))

]
=

∫ Lt(s)

0
qρ,ts (x, y)f(y) dy

∼
∫ Lt(s)

0

2

Lt
e
√

2(Lt(s)−Lt)e
√

2x sin

(
πx

Lt

)
e−
√

2y sin

(
πy

Lt(s)

)
f(y) dy.
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Because Lt(s)→∞ as t→∞ and sin(z) ∼ z as z → 0, we have∫ Lt(s)

0
e−
√

2y sin

(
πy

Lt(s)

)
f(y)dy ∼ π

Lt(s)

∫ ∞
0

ye−
√

2yf(y) dy. (70)

Noting also that Lt ∼ Lt(s) because s� t, and recalling (18), it follows that

Eρ,t
x

[ ∑
u∈N+

s

f(Xs(u))

]
∼ π

L2
t

e
√

2(Lt(s)−Lt)e
√

2x sin

(
πx

Lt

)∫ ∞
0

2ye−
√

2yf(y) dy

=
π√
2L3

t

e
√

2Lt(s)z(x, Lt)

∫ ∞
0

2ye−
√

2yf(y) dy. (71)

Summing over all particles in N0 now gives the result.

Proof of (41). Using Lemma 3.11 and then recalling (18), we have

Eρ,t
x

[ ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

Lt(s)

)]

=

∫ Lt(s)

0
qρ,ts (x, y)e

√
2yg

(
y

Lt(s)

)
dy

∼
∫ Lt(s)

0

2

Lt
e
√

2(Lt(s)−Lt)e
√

2x sin

(
πx

Lt

)
sin

(
πy

Lt(s)

)
g

(
y

Lt(s)

)
dy

=

√
2

L2
t

e
√

2Lt(s)z(x, Lt)

∫ Lt(s)

0
sin

(
πy

Lt(s)

)
g

(
y

Lt(s)

)
dy.

Making the substitution v = y/Lt(s), we get

Eρ,t
x

[ ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

Lt(s)

)]
∼
√

2Lt(s)

L2
t

e
√

2Lt(s)z(x, Lt)

∫ 1

0
sin(πy)g(y) dy.

We can now obtain (41) by recalling that Lt ∼ Lt(s) and then summing over all particles in
N0.

Proof of (42). Standard second moment calculations, which go back to [12], give

Varρ,tx

( ∑
u∈N+

s

f(Xs(u))

)
≤ Eρ,t

x

[( ∑
u∈N+

s

f(Xs(u))

)2]

=

∫ Lt(s)

0
qρ,ts (x, y)f(y)2 dy

+ 2

∫ s

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y)f(y) dy

)2

dz dr.

Because f is bounded, it follows that

Varρ,tx

( ∑
u∈N+

s

f(Xs(u))

)

.
∫ Lt(s)

0
qρ,ts (x, y) dy +

∫ s

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz dr. (72)
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The first term is the same as the expectation in (71) when f(y) = 1 for all y, so∫ Lt(s)

0
qs(x, y) dy .

e
√

2Lt(s)

L3
t

z(x, Lt). (73)

The second term is more involved, and we will separately consider the cases 0 < r ≤ s− t2/3
and s − t2/3 < r < s. Suppose first that 0 ≤ r ≤ s − t2/3. Note that our assumptions imply

that Lt(r) � Lt and that our assumptions, along with (38), imply that qρ,tr (x, z) . q
√

2,t
r (x, z).

Therefore, using (37), we get

qρ,tr (x, z) .
1

Lt
e
√

2(x−z)wτt(0,r)

(
x

Lt
,

z

Lt(r)

)
.

Also, recalling the definition of τt(r, s) from (36), we have τt(r, s) & 1. Therefore, using (34),
(35), (36), (37), and (38), and using (70) for the last inequality, we get∫ Lt(s)

0
qρ,tr,s(z, y) dy .

∫ Lt(s)

0

1

Lt
e
√

2(z−y)e−π
2τt(r,s)/2 sin

(
πz

Lt(r)

)
sin

(
πy

Lt(s)

)
dy

=
1

Lt
e
√

2z sin

(
πz

Lt(r)

)
e
√

2(Lt(s)−Lt(r))
∫ Lt(s)

0
e−
√

2y sin

(
πy

Lt(s)

)
dy

.
1

L2
t

e
√

2z sin

(
πz

Lt(r)

)
e
√

2(Lt(s)−Lt(r)). (74)

Therefore,∫ s−t2/3

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz dr

.
e
√

2xe2
√

2Lt(s)

L5
t

∫ s−t2/3

0
e−2
√

2Lt(r)

∫ Lt(r)

0
e
√

2z sin

(
πz

Lt(r)

)2

wτt(0,r)

(
x

Lt
,

z

Lt(r)

)
dz dr.

Making the substitution v = Lt(r)− z and using the bound sin(π(Lt(r)− v)/Lt(r)) ≤ πv/Lt(r),
we get∫ s−t2/3

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz dr

.
e
√

2xe2
√

2Lt(s)

L5
t

∫ s−t2/3

0

e−
√

2Lt(r)

Lt(r)2

∫ Lt(r)

0
e−
√

2vv2wτt(0,r)

(
x

Lt
,
Lt(r)− v
Lt(r)

)
dv dr

=
e
√

2(x−Lt)e2
√

2Lt(s)

L5
t

∫ s−t2/3

0

eπ
2τt(0,r)/2

Lt(r)2

∫ Lt(r)

0
e−
√

2vv2wτt(0,r)

(
x

Lt
,
Lt(r)− v
Lt(r)

)
dv dr.

Because ws(x, y) = ws(1− x, 1− y) by symmetry, this expression matches, up to a scaling by
√

2

and up to a factor of e2
√

2Lt(s)/L6
t , with equation (5.33) in [19] in the case when A = 0, r = 0

and s = s − t2/3. Equation (5.33) in [19] is bounded by the sum of the expressions in (5.35)
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and (5.36) in [19]. Therefore, by following the same reasoning as on pages 967-968 of [19] or by
simply applying that result, we obtain∫ s−t2/3

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz dr

.
e2
√

2Lt(s)

L6
t

(
τt(0, s− t2/3)

Lt
z(x, Lt) + y(x, Lt)

)
.
e2
√

2Lt(s)

L6
t

(
s

t
z(x, Lt) + y(x, Lt)

)
. (75)

It remains to consider the case when s− t2/3 < r < s. Using Lemma 3.11 to bound qρ,tr (x, z)
and using (37) to bound qρ,tr,s(z, y), and then using that Lt(r)− Lt(s) . 1, we get∫ s

s−t2/3

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz

.
∫ s

s−t2/3

∫ Lt(r)

0

1

Lt
e
√

2(Lt(r)−Lt)e
√

2x sin

(
πx

Lt

)
e−
√

2z sin

(
πz

Lt(r)

)
×
(∫ Lt(s)

0

1

Lt(r)
e
√

2(z−y)wτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz dr

.
e
√

2Lt(s)

L2
t

z(x, Lt)

∫ s

s−t2/3

1

Lt(r)2

×
∫ Lt(r)

0
e
√

2z sin

(
πz

Lt(r)

)(∫ Lt(s)

0
e−
√

2ywτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz dr. (76)

We now divide the integral on the last line of (76) into three pieces. Because e−
√

2y ≤ 1 and∫ 1
0 ws(x, y) dy ≤ 1, the inner integral in (76) is bounded above by Lt(s). Therefore,∫ 1

2
Lt(r)

0
e
√

2z sin

(
πz

Lt(r)

)(∫ Lt(s)

0
e−
√

2ywτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz

≤ Lt(s)2

∫ 1
2
Lt(r)

0
e
√

2z sin

(
πz

Lt(r)

)
dr

≤ e
1
2

√
2Lt(r)Lt(r)Lt(s)

2

. e
1
2

√
2Lt(s)L3

t . (77)

Likewise, ∫ Lt(r)

1
2
Lt(r)

e
√

2z sin

(
πz

Lt(r)

)(∫ Lt(s)

1
4
Lt(s)

e−
√

2ywτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz

≤ e−
1
2

√
2Lt(s)Lt(s)

2

∫ Lt(r)

1
2
Lt(r)

e
√

2z sin

(
πz

Lt(r)

)
dz

≤ e−
1
2

√
2Lt(s)Lt(s)

2e
√

2Lt(r)Lt(r)

. e
1
2

√
2Lt(s)L3

t . (78)
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It remains to consider the case when z > 1
2Lt(r) and y < 1

4Lt(s). We will need a sharper bound
on ws(x, y). We can bound ws(x, y) by the density for Brownian motion killed only at zero,
which, as in (5.10) in [19], leads to

ws(x, y) .
xy

s3/2
e−(x−y)2/2s.

Also, using an idea from the proof of Lemma 5.1 in [19] and noting that, for all z ∈ (0, 1), either
|x− z| or |y − z| must be at least as large as |x− y|/2, we have

ws(x, y) =

∫ 1

0
ws/2(x, z)ws/2(z, y) dz

=

∫ 1

0
ws/2(1− x, 1− z)ws/2(z, y) dz

.
∫ 1

0

(1− x)(1− z)
s3/2

e−(x−z)2/s · zy
s3/2

e−(y−z)2/s dz

.
∫ 1

0

(1− x)y

s3
e−(x−y)2/4s dz

=
(1− x)y

s3
e−(x−y)2/4s.

Therefore,∫ Lt(r)

1
2
Lt(r)

e
√

2z sin

(
πz

Lt(r)

)(∫ 1
4
Lt(s)

0
e−
√

2ywτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz

.
∫ Lt(r)

1
2
Lt(r)

e
√

2z sin

(
πz

Lt(r)

)(∫ 1
4
Lt(s)

0
e−
√

2y (Lt(r)− z)y
Lt(r)Lt(s)τt(r, s)3

e−1/(64τt(r,s)) dy

)2

dz

.
e
√

2Lt(r)

Lt(r)3Lt(s)2
· 1

τt(r, s)6
e−1/(32τt(r,s))

.
e
√

2Lt(s)

L5
t

· 1

τt(r, s)6
e−1/(32τt(r,s)). (79)

Therefore, using that (x+ y)2 ≤ 2(x2 + y2) and plugging the results of (77), (78), and (79) into
(76), ∫ s

s−t2/3

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz

.
e
√

2Lt(s)

L2
t

z(x, Lt)

∫ s

s−t2/3

1

Lt(r)2

(
e

1
2

√
2Lt(s)L3

t +
e
√

2Lt(s)

L5
t

· 1

τt(r, s)6
e−1/(32τt(r,s))

)
dr.

Now make the substitution u = τt(r, s), so that du/dr = −Lt(r)−2. Because τt(s − t2/3, s) . 1,
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we have ∫ s

s−t2/3

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
qρ,tr,s(z, y) dy

)2

dz

.
e
√

2Lt(s)

L2
t

z(x, Lt)

∫ τt(s−t2/3,s)

0

(
e

1
2

√
2Lt(s)L3

t +
e
√

2Lt(s)

L5
t

· 1

u6
e−1/(32u)

)
du

.
e
√

2Lt(s)

L2
t

z(x, Lt)

(
e

1
2

√
2Lt(s)L3

t +
e
√

2Lt(s)

L5
t

∫ ∞
0

1

u6
e−1/(32u) du

)
.

.
e2
√

2Lt(s)

L7
t

z(x, Lt). (80)

From (72), (73), (75), and (80), we get

Varρ,tx

( ∑
u∈N+

s

f(Xs(u))

)
.
e2
√

2Lt(s)

L6
t

(
s

t
z(x, Lt) +

1

Lt
z(x, Lt) + y(x, Lt)

)
.

The result (42) now follows by summing the contributions from all particles in N0.

Proof of (43). Reasoning as in the beginning of the proof of (42), we have

Varρ,tx

( ∑
u∈N+

s

e
√

2Xs(u)g

(
Xs(u)

Lt(s)

))

.
∫ Lt(s)

0
e2
√

2yqρ,ts (x, y) dy +

∫ s

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
e
√

2yqρ,tr,s(z, y) dy

)2

dz dr. (81)

To bound the first term, we use Lemma 3.11 to get∫ Lt(s)

0
e2
√

2yqρ,ts (x, y) dy .
1

Lt
e
√

2(Lt(s)−Lt)e
√

2x sin

(
πx

Lt

)∫ Lt(s)

0
e
√

2y sin

(
πy

Lt(s)

)
dy

.
e
√

2Lt(s)

L2
t

z(x, Lt)

∫ Lt(s)

0
e
√

2y sin

(
πy

Lt(s)

)
dy

.
e2
√

2Lt(s)

L3
t

z(x, Lt). (82)

As in the proof of (42), we will break the second term into two pieces. Consider first the case
when 0 < r ≤ s− t2/3. Reasoning as in (74), we get∫ Lt(s)

0
e
√

2yqρ,tr,s(z, y) dy .
1

Lt
e
√

2z sin

(
πz

Lt(r)

)
e
√

2(Lt(s)−Lt(r))
∫ Lt(s)

0
sin

(
πy

Lt(s)

)
dy

. e
√

2z sin

(
πz

Lt(r)

)
e
√

2(Lt(s)−Lt(r)).

Note that this expression is the expression on the right-hand side of (74), multiplied by L2
t .

Because this inner integral is squared, our final answer can be obtained by multiplying the right-
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hand side of (75) by L4
t . That is, we have∫ s−t2/3

0

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
e
√

2yqρ,tr,s(z, y) dy

)2

dz dr

.
e2
√

2Lt(s)

L2
t

(
s

t
z(x, Lt) + y(x, Lt)

)
. (83)

We next consider the case when s− t2/3 < r < s. Write

I =

∫ s

s−t2/3

∫ Lt(r)

0
qρ,tr (x, z)

(∫ Lt(s)

0
e
√

2yqρ,tr,s(z, y) dy

)2

dz

Reasoning as in (76), we get

I .
e
√

2Lt(s)

L2
t

z(x, Lt)

∫ s

s−t2/3

1

Lt(r)2

×
∫ Lt(r)

0
e
√

2z sin

(
πz

Lt(r)

)(∫ Lt(s)

0
wτt(r,s)

(
z

Lt(r)
,

y

Lt(s)

)
dy

)2

dz dr. (84)

We now make the substitutions v = Lt(r)− z and q = 1− y/Lt(s) to rewrite the integral on the
last line of (84) as

e
√

2Lt(r)Lt(s)
2

∫ Lt(r)

0
e−
√

2v sin

(
π(Lt(r)− v)

Lt(r)

)(∫ 1

0
wτt(r,s)

(
1− v

Lt(r)
, 1− q

)
dq

)2

dv.

We now use the bound sin(π(Lt(r) − v)/Lt(r)) ≤ πv/Lt(s) along with the identity ws(x, y) =

ws(1− x, 1− y) and the fact that e
√

2Lt(r) � e
√

2Lt(s) when s− t2/3 < r < s to get

I .
e2
√

2Lt(s)

Lt
z(x, Lt)

∫ s

s−t2/3

1

Lt(r)2

∫ Lt(r)

0
e−
√

2vv

(∫ 1

0
wτt(r,s)

(
v

Lt(r)
, q

)
dq

)2

dv dr.

Note that
∫ 1

0 ws(x, y)dy is bounded above by the probability that Brownian motion, started at x,
does not hit the origin before time s. This probability is bounded above by a constant multiple
of s−1/2x ∧ 1. It follows that

I .
e2
√

2Lt(s)

Lt
z(x, Lt)

∫ s

s−t2/3

1

Lt(r)2

∫ Lt(r)

0
e−
√

2vv

(
v2

Lt(r)2τt(r, s)
∧ 1

)
dv dr.

Next, we make the substitution u = τt(r, s), so that du/dr = −Lt(r)−2. Then recalling that
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τt(s− t2/3, s) . 1 and noting that Lt(r) � Lt, we get

I .
e2
√

2Lt(s)

Lt
z(x, Lt)

∫ τt(s−t2/3,s)

0

∫ ∞
0

e−
√

2vv

(
v2

L2
tu
∧ 1

)
dv du

=
e2
√

2Lt(s)

L3
t

z(x, Lt)

∫ ∞
0

e−
√

2vv

∫ τt(s−t2/3,s)

0

(
v2

u
∧ L2

t

)
dr du

=
e2
√

2Lt(s)

L3
t

z(x, Lt)

∫ ∞
0

e−
√

2vv

(∫ (v/Lt)2

0
L2
t du+

∫ τt(s−t2/3,s)

(v/Lt)2

v2

u
du

)
dv

.
e2
√

2Lt(s)

L3
t

z(x, Lt)

∫ ∞
0

e−
√

2vv

(
v2 + v2 log(Lt/v)

)
dv

.
e2
√

2Lt(s) logLt
L3
t

z(x, Lt).

Combining this bound with (81), (82), and (83) gives (43).
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