
Funded PhD position in mathematical statistics

Post-selection inference for latent variable models

With optional funded internship before

At Institut de Mathématiques de Toulouse

Project description

Classical inference tools, in particular hypothesis tests and confidence intervals, can dramatically fail
when applied to data-driven statistical models. Post-selection inference refers to a set of recent research
works that design and analyze statistical methods tailored to these data-driven models. In particular, [3]
addresses Gaussian linear models and [2] provides extensions to non-linear non-Gaussian settings, based
on asymptotic arguments.

The goal of the PhD project is to extend post-selection inference to latent variables models. These
models have become the method of choice in a wide range of applications [4, 6, 8] and are the object of
many recent contributions [1, 5]. Nevertheless, post-selection inference guarantees are currently missing
for them, while model selection often takes place in practice [7, 9].

This extension, relying on [2], will necessitate to obtain uniform joint central limit theorems for pa-
rameter estimators with latent variables. Also, from a computational point of view, parameter estimation
will be performed thanks to the Expectation Maximization (EM) algorithms and their extensions. This
will also necessitate mathematical developments to account for the post-selection inference context.

Candidate profile

We are seeking for candidates with a degree in mathematics, with a specialization in probability, statistics,
machine learning or applied mathematics. Solid theoretical skills are expected.

Details

• Supervisors: François Bachoc and Juliette Chevallier (Institut de Mathématiques de Toulouse).

• Start: Fall 2025, with possible master internship during Spring and Summer 2025.

• Duration: PhD funded for 3 years.

• Location: Institut de Mathématiques de Toulouse (Toulouse, France).

• Funding source: The PhD is funded by the QUTHY project involving industrial actors. The se-
lected PhD student will have the option (non-mandatory) to attend workshops with these industrial
actors and to address real data sets from the QUTHY project.

• Further information: The current scientific context in Toulouse, in the field of statistics and
related fields, is very rich. There are over 20 PhD students, with a PhD student mathematical
seminar and another group seminar on statistics and optimization. Many events are also organized
by the ANITI AI cluster.
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https://www.math.univ-toulouse.fr/~fbachoc/
https://juliette-chevallier.pages.math.cnrs.fr/
https://aniti.univ-toulouse.fr/


How to apply

Applications will be considered starting from November 2024 and until the position is filled. The
candidates should send a CV and grade transcripts (bachelor and master level) to François Bachoc
(francois.bachoc@math.univ-toulouse.fr) and Juliette Chevallier (juliette.chevallier@insa-toulouse.fr).
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