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In 2010-2011 we have organized several meetings of our ANR project MACK.
These consisted of series of lectures centered around the Kähler-Ricci flow, which
took place respectively in

• IMT (Toulouse, France), february 2010: mini course by H..Cao:
An introduction to the Kähler-Ricci flow on Fano manifolds;
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The Kähler-Ricci flow on complex surfaces;
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Kähler-Ricci flow and the Minimal Model Program;

• IMT (Toulouse, France), june 2011: mini course by D.H.Phong:
The normalized Kähler-Ricci flow on Fano manifolds;
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Regularizing properties of the Kähler-Ricci flow;
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Introduction to fully non linear parabolic equations;
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Convergence of the Kähler-Ricci flow on Kähler-Einstein Fano manifolds.
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the MMP and finite generation of the canonical ring by S.Druel at CIRM), or
on elliptic problems (e.g. Moser-Trudinger inequalities by B.Berndtsson at Mar-
rakech). Some of the speakers have produced a set of lecture notes, working hard
in making them accessible to non-experts. This volume presents them in a unified
way.

It is a pleasure to thank all the participants of these meetings for their en-
thusiasm and for creating a very pleasant atmosphere of work. Special thanks of
course to the lecturers,

• Sébastien BOUCKSOM (CNRS and IMJ, Paris, France);

• Huai Dong CAO (Lehigh University, Bethlehem, USA);

• Vincent GUEDJ (IUF and IMT, Toulouse, France)

• Cyril IMBERT (CNRS and Université Paris-Est Créteil, France);

• Duong Hong PHONG (Columbia University, USA);

• Jian SONG (Rutgers University, Piscataway, USA);
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• Ben WEINKOVE (University of California, San Diego, USA).

These events were made possible thanks to the financial support of the ANR
project MACK. We also would like to thank the CIRM and his staff for providing
wonderful conditions of work during the thematic month ”Complex and Rieman-
nian geometry”, as well as the LATP and the IMT for providing ”professeur
invité” positions (resp. for H.D.Cao, J.Song and D.H.Phong).

Our last meeting in Marrakech was also extremely useful, we thank the or-
ganizers (Said Asserda and Ahmed Zeriahi), the other speakers (B.Berndtsson,
S.Boucksom, A.Broustet, J.-P.Demailly, S.Diverio, N.C.Nguyen, S.Lamy) as well
as all the participants for their help in creating a successful event.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Some historical remarks

According to Weil [Weil57], the notion of a Kähler manifold, introduced by Kähler
in 1933 [Käh33], became important through the work of Hodge [Hod41] that put
on a firm footing the theorems of Lefschetz on the topology of complex projective
manifolds [Lef24]. As Hodge remarks, the introduction of a metric on a complex
projective manifold is a somewhat artificial operation. However artificial, this op-
eration turned out to be very fruitful. Kodaira developped Hodge’s ideas into his
famous theorem giving a differential geometric characterization of complex pro-
jective manifolds and Hörmander’s L2-estimates for the ∂̄-equation now form the
basis of a unified approach to complex algebraic geometry and complex analysis
(see [Dem09]).

Hodge’s remark raised the question of constructing canonical metrics on com-
plex projective manifolds (or more generally on compact manifolds of Kählerian
type). Obvious candidates for such canonical metrics are Kähler-Einstein met-
rics that were actually introduced in [Käh33]. A more sophisticated guess for
canonical Kähler metrics (in a given Kähler class) is Calabi’s theory of extremal
metrics. Their investigation is a very active field nowadays which lies outside the
scope of these lecture notes except for the Kähler-Einstein case.

1.1.2 Kähler-Einstein metrics

A Kähler-Einstein metric on a complex manifold X is a Kähler metric g whose
Ricci tensor is proportional to the metric tensor. The Kähler assumption is unnec-
essary for this definition to make sense and Einstein metrics are classical objects
in Riemannian geometry (see [Bes87]). They were introduced in Lorentzian geom-
etry by Einstein, the proportionality constant being called cosmological constant

1



2 CHAPTER 1. INTRODUCTION

in that context.
If (X,ω) is compact n-dimensional Kähler-Einstein1 the cosmological constant

is essentially

s̄ =

∫
X
c1(X){ω}n−1/

∫
X
{ω}n,

a topological invariant of the pair (X, {ω}) where {ω} ∈ H1,1(X,R) is the coho-
mology class of ω.

If s̄ is negative, the manifold is canonically polarized and {ω} ∈ R<0c1(X).
Canonically polarized manifolds form a rather special class of varieties of general
type: in dimension one, a compact Riemann surface is canonically polarized
if and only if its genus g satisfies g ≥ 2 and carries a unique Kähler-Einstein
metric of curvature -1, its hyperbolic metric. By a theorem of Aubin and Yau,
every canonically polarized complex projective manifold carries a unique Kähler-
Einstein metric (up to scale).

This celebrated work uses the reduction of the Kähler-Einstein equation to
a complex Monge-Ampère equation (a scalar fully non linear elliptic equation).
In fact, Kähler’s original article already pointed out that solutions to a complex
Monge-Ampère equation could furnish solutions to Einstein equations (which are
not scalar) and ends with the formulation of the general problem of studying this
equation. He also introduced the locally symmetric metric of the complex ball as
a Kähler-Einstein metric.

A Kähler-Einstein metric satisfies s̄ = 0 if and only if c1(X) = 0 . One then
has to specify the Kähler class of the Kähler-Einstein metric and it is a celebrated
theorem of Yau that, given X a compact Kähler manifold such that c1(X) = 0,
every Kähler class contains a unique Ricci flat metric [Yau78].

If s̄ is positive, the underlying manifold X is Fano and {ω} ∈ R>0c1(X).
In dimension one, a Fano manifold is a projective line and its Kähler-Einstein
metrics are the Fubini-Study metrics. The Fano case is well known to be harder
and an algebro-geometric characterization of Kähler-Einstein Fano manifolds is
still unknown and an intense subject of study. The case of surfaces was settled
by Tian [Tian90] but the 3 dimensionnal case is still open at the time of this
writing.

1.1.3 The Ricci flow approach

In Riemannian geometry, Hamilton [Ham82] introduced the Ricci flow

∂

∂t
gij = −2Rij

and the developpement of his ideas gave rise to Perelman’s proof of the Poincaré
conjecture in 3 dimensional topology. Bando observed that the Kähler condition
is preserved under Hamilton’s Ricci flow, hereby defining the main topic of these

1We follow the convention to specify a Kähler metric g on a complex manifold by the asso-
ciated closed (1,1)-form ω.
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lecture notes: the Kähler-Ricci flow. To achieve this, Bando wrote out a scalar
parabolic equation satisfied by the Kähler potential of the Kähler-Ricci flow. This
is a parabolic version of the complex Monge-Ampère equation solved in [Yau78].

The convergence of the Kähler Ricci flow to the canonical Kähler-Einstein
metric on a compact Kähler manifold X with c1(X) < 0 or c1(X) = 0 was
established by Cao [Cao85] and through the work of many authors the Kähler
Ricci flow became a major tool in Kähler Geometry.

1.1.4 A new hope?

It turns out that most results on the Kähler Ricci flow on general type manifolds
have been proved assuming that the minimal model program works. Although
the canonical singular Kähler-Einstein metric [EGZ09] can be constructed incon-
ditionnally [BEGZ10], its regularity properties can only be established through
[BCHM10].

In a similar fashion, [ST12] has to assume existence of flips for long time
existence of the Kähler Ricci flow with surgeries on projective varieties with
non-negative Kodaira dimension and the behaviour of the the Iitaka fibration as
predicted by the abundance conjecture to establish convergence to a canonical
current.

An approach to the Minimal Model Programm via Kähler-Einstein geometry
had been advocated by Tsuji in the pre-BCHM era and Song-Tian’s convergence
theorem suggests a way to construct the Iitaka fibration as the kernel foliation
of the limit of the Kähler-Ricci flow. As far as the Minimal Model program for
Kähler non-algebraic manifolds is concerned, the Kähler Ricci flow is actually one
of the few tools that could be used. There is obviously a long way before these
dreams come true.

1.2 Contents

The ambition of these notes is to produce a reference for the fundations of the
Kähler-Ricci flow and a guide to some recent developpements. The lack of such
a reference appeared clearly during the workshops that were organized by the
editors of the present volume.

1.2.1 Organisation

The volume is divided in three parts and six chapters, the first one being this
introduction.

The first part is an introduction to the theory of fully non linear parabolic
equations. The second part is devoted to the basics Kähler Ricci flow on non
uniruled projective manifolds. The third part is devoted to the case of Fano
manifolds.

We now review in some detail the contents of each chapter.
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1.2.2 Chapter 2

The Kähler-Ricci flow being equivalent to a scalar fully nonlinear parabolic partial
differential equation, it is important to have a glimpse of the general theory of
such equations.

The second chapter contains a contribution of Imbert and Silvestre fulfill-
ing this need, concentrating on three fundamental problems: Schauder estimates
(regularity theory in Hölder classes), Viscosity solutions (existence and unique-
ness of weak solutions) and Harnack inequalities.

1.2.3 Chapter 3

The third chapter contains a contribution of Song and Weinkowe that surveys
the fundamental estimates in the Kähler-Ricci flow and its long time existence
theory. This lays the basis of the fascinating analytification of the Minimal Model
Program that was conjectured by Tian as a Kähler analog of Perelman’s approach
to Thurston’s Geometrization Conjecture and established in [ST09]. Song and
Weinkove go on discussing their recent contributions in this direction [SW10].

In order to be able to connect the Kähler-Ricci flow to the Minimal Model
program one has to be able to work on varieties with mild singularities (terminal
Q-factorial at least) since minimal models of algebraic varieties of non-negative
Kodaira dimension have these kind of singularities in dimensions ≥ 3.

1.2.4 Chapter 4

The fourth chapter contains a contribution of Boucksom and Guedj presenting
the construction of the Kähler-Ricci flow on mildly singular projective varieties
after Song-Tian’ work [ST09].

An illustration of its regularizing properties is proposed, following [SzTo11].

1.2.5 Chapter 5

The fifth chapter contains a contribution of Cao which surveys the Kähler-Ricci
flow on Fano manifolds (long time existence, Li-Yau-Hamilton inequalities, etc)
culminating in an exposition of Perelman’s estimates.

These are of central use in studying the long term behavior of the (properly
normalized) Kähler-Ricci flow of Fano manifolds.

1.2.6 Chapter 6

The sixth and final chapter, written by Guedj, explains the proof of Perelman’s
convergence theorem: on a Kähler-Einstein Fano manifold with no holomorphic
vector field, the normalized Kähler-Ricci flow smoothly converges to the unique
Kähler-Einstein metric.

As long as weak convergence is concerned, an alternative proof is proposed,
which can be used on singular Fano varieties.
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The (real) theory of fully non
linear parabolic equations
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Chapter 2

Introduction to fully non linear
parabolic equations

C. Imbert1 and L. Silvestre2

Abstract. These notes contain a short exposition of selected results about parabolic
equations: Schauder estimates for linear parabolic equations with Hölder coeffi-
cients, some existence, uniqueness and regularity results for viscosity solutions
of fully nonlinear parabolic equations (including degenerate ones), the Harnack
inequality for fully nonlinear uniformly parabolic equations.

2.1 Introduction

The literature about parabolic equations is immense and it is very difficult to have
a complete picture of available results. Very nice books such as [LSU67, Kryl87,
Dong91, Lieb96] are attempt to gather and order the most significant advances in
this wide field. If now one restricts himself to fully nonlinear parabolic equations,
the task is still almost impossible. Indeed, many results proved for parabolic
equations were first proved for elliptic equations and these results are numer-
ous. We recall that many problems come from geometry; the reader is referred
to the survey paper [Kryl97] where Krylov gives historical and bibliographical
landmarks.

In these notes, we will focus on three specific topics concerning parabolic
equations: Schauder estimates for linear parabolic equations (following Safonov
[Saf84] and the textbook by Krylov [Kryl96]), viscosity solutions for fully non-
linear parabolic equations (see e.g. [CIL92]) and the Harnack inequality for fully
nonlinear uniformly parabolic equations.

1CNRS, UMR8050, Université Paris-Est Créteil Val-de-Marne, Centre de mathématiques,
UFR sciences et technologies, 61 avenue du Général de Gaulle, 94010 Créteil cedex, France

2Department of Mathematics, University of Chicago, Chicago, Illinois 60637, USA
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2.1.1 Main objects and notation

Geometric objects.

We first consider a connected open bounded set Ω ⊂ Rd. We refer to such a set
as a domain. A domain is C2,α if, locally, the boundary of the domain can be
represented as the graph of a function with two derivatives that are α-Hölder
continuous.

Parabolic equations are considered in cylindrical domain of the form (0, T )×Ω.
The parabolic boundary of Ω is denoted by ∂p(0, T )×Ω; we recall that it is defined
as follows

∂p(0, T ) × Ω = {0} × Ω ∪ (0, T ) × ∂Ω.

The open ball of Rd centered at x of radius ρ is denoted by Bρ(x). If x = 0,
we simply write Bρ. The following elementary cylindrical domains play a central
role in the theory: for all ρ > 0 and x ∈ Rd, we define

Qρ(t, x) = (t− ρ2, t) ×Bρ(x)

When we write Qρ, we mean Qρ(0, 0). It is also convenient to write

Qρ(t, x) = (t, x) +Qρ

and

Qρ = ρQ1.

A linear operator.

The general parabolic equation considered in Section 1 involves the following
linear operator

Lu =
∑
i,j

aij(t, x)
∂2u

∂xi∂xj
+
∑
i

bi(t, x)
∂u

∂xi
+ c(t, x)u.

The set of d×d real symmetric matrices is denoted by Sd. The identity matrix
is denoted by I. For A,B ∈ Sd, A ≥ B means that all the eigenvalues of A − B
are non-negative.

Unknown functions u : (0, T )×Ω → R depend on two (set of) variables: t ∈ R
and x ∈ Rd. It is convenient to use a capital letter X to refer to (t, x) ∈ Rd+1.

The time derivative of u is either denoted by ∂u
∂t or ∂tu or ut. Du denotes the

gradient of the function u with respect to the space variable x. D2u denotes the
Hessian matrix of the function u with respect to x.

The linear operator introduced above can be written as follows

Lu = trace(AD2u) + b ·Du+ cu

where A = (aij)ij .
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Hölder spaces and semi-norms.

We say that u ∈ C0,α(Q) for Q ⊂ (0, T ) × Ω if u is α
2 -Hölder continuous with

respect to time t and α-Hölder continuous with respect to space x. The corre-
sponding semi-norm is denoted by [u]α,Q. See Subsection 2.1.4 for details.

2.1.2 Fully nonlinear parabolic equations

We first emphasize the fact that we will not consider systems of parabolic equa-
tions; in other words, we will focus on scalar parabolic equations. This means
that the unknown function u will always be real valued. We also restrict ourselves
to second order parabolic equations.

We consider parabolic equations posed in a domain Ω ⊂ Rd; hence, unknown
functions u are defined in (0, T ) × Ω with T ∈ [0,∞]. In order to construct solu-
tions and prove uniqueness for instance, initial and boundary conditions should
be imposed. However, we will very often not specify them.

Fully nonlinear parabolic equations appear in optimal control theory and
geometry. Here are several significant examples.

• The Bellman equation

∂tu+ sup
α∈A

−
∑
i,j

aαij(x)
∂2u

∂xi∂xj
+
∑
i

bαi (x)
∂u

∂xi

+ λu = 0.

• The mean curvature equation

∂tu = ∆u =
D2uDu ·Du

|Du|2
.

• The parabolic Monge-Ampère equations proposed by Krylov in [Kryl76]

−∂u
∂t

det(D2u) = Hd+1

− det(D2u) +

[
∂u

∂t
+H

]d+1

= 0 (2.1.1)

− det

(
D2u− ∂u

∂t
I

)
= Hd

where H = H(t, x,Du) is a nonlinear first order term.

• For the study of the Kähler-Ricci flow, one would like to study:

∂u

∂t
= ln(det(D2u)). (2.1.2)
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2.1.3 Aim of these notes

Our goal is to construct solutions and study their regularity. One would like to
construct classical solutions, that is to say solutions such that the derivatives
appearing in the equation exist in the classical sense and satisfy the equation.
But this is not always possible and it is sometimes (very often?) necessary to
construct weak solutions. They are different notions of weak solutions; we will
focus in these notes on so-called viscosity solutions. The advantage is that it is
easy to construct such solutions. One can next try to prove that these solutions
are regular.

Before 1988 (date of publication of [Jens88]), it was popular (necessary) to
construct solutions of fully nonlinear elliptic (or parabolic) equations by using
the continuity method. To apply it, it is necessary to get appropriate apriori
estimates (on third derivatives for instance, or on the modulus of continuity of
the second ones).

The situation changed dramatically when Jensen [Jens88] managed to apply
the viscosity solution techniques of Crandall-Lions [CL81] to second order elliptic
and parabolic equations. In particular, he understood how to adapt the so-called
doubling variable techniques to prove uniqueness. Ishii also contributed to this
major breakthrough. The reader is referred to the survey paper [CIL92] for
further details.

Before presenting the viscosity solution techniques and some select regularity
results for these weak solutions, we will present shortly the classical Schauder
approach to linear parabolic equations.

2.1.4 Spaces of Hölder functions

Because we study parabolic equations, Hölder continuity of solutions refers to
uniform continuity with respect to

ρ(X,Y ) =
√

|t− s| + |x− y|

where X = (t, x) and Y = (s, y). In other words, solutions are always twice more
regular with respect to the space variable than with respect to the time variable.

Remark 2.1.1 (Important). The reader should keep in mind that, following
Krylov [Kryl96], we choose to write u ∈ C0,α for functions that are α-Hölder con-
tinuous in x and α

2 -Hölder continuous in t. This choice is made first to emphasize
the link between regularities with respect to time and space variables, second to
simplify notation.

Let Q ⊂ (0, T ) × Ω and α ∈ (0, 1].

• u ∈ C0,α(Q) means that there exists C > 0 s.t. for all (t, x), (s, y) ∈ Q, we
have

|u(t, x) − u(s, y)| ≤ C(|t− s|
α
2 + |x− y|α).



2.1. INTRODUCTION 11

In other words, u is α
2 -Hölder continuous in t and α-Hölder continuous in

x.

• u ∈ C1,α(Q) means that u is α+1
2 -Hölder continuous in t and Du is α-Hölder

continuous in x.

• u ∈ C2,α(Q) means that ∂u
∂t is α

2 -Hölder continuous in t and D2u is α-Hölder
continuous in x.

We also consider the following norms and semi-norms.

[u]α,Q = sup
X,Y ∈Q,X ̸=Y

|u(X) − u(Y )|
ρ(X,Y )

|u|0,Q = sup
X∈Q

|u(X)|

[u]2+α,Q =

[
∂u

∂t

]
α
,
Q

+ [D2u]α,Q

|u|2+α,Q = |u|0,Q +

∣∣∣∣∂u∂t
∣∣∣∣
0,Q

+ |Du|0,Q + |D2u|0,Q + [u]2+α,Q.

We will use repeatedly the following elementary proposition.

Proposition 2.1.2.

[uv]α,Q ≤ |u|0,Q[v]α,Q + |v|0,Q[u]α,Q

and for k = 0, 2,
[u+ v]k+α,Q ≤ [u]k+α,Q + [v]k+α,Q.

The following proposition implies in particular that in order to control the
norm |u|2+α,Q, it is enough to control |u|0,Q and [u]2+α,Q.

Proposition 2.1.3 (Interpolation inequalities). For all ε > 0, there exists C(ε) >
0 s.t. for all u ∈ C2,α,

|∂u∂t |0,Q ≤ ε[u]2+α,Q + C(ε)|u|0,Q,
[Du]α,Q ≤ ε[u]2+α,Q + C(ε)|u|0,Q,
[u]α,Q ≤ ε[u]2+α,Q + C(ε)|u|0,Q.

(2.1.3)

The second proposition is a precise parabolic statement of the following elliptic
fact: in order to control the Hölder modulus of continuity of the gradient of u, it
is enough to make sure that, around each point, the function u can be perturbed
linearly so that the oscillation of u in a ball of radius r > 0 is of order r1+α.

Proposition 2.1.4 (An equivalent semi-norm). There exist C ≥ 1 such that for
all u ∈ C2,α(Q),

C−1[u]′2+α,Q ≤ [u]2+α,Q ≤ C[u]′2+α,Q
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where
[u]′2+α,Q = sup

X∈Q
sup
ρ>0

ρ−2−α inf
P∈P2

|u− P |0,Qρ(X)∩Q

where

P2 = {αt+ p · x+
1

2
Xx · x+ c : α, c ∈ R, p ∈ Rd, X ∈ Sd}.

The reader is referred to [Kryl96] for proofs of the two previous propositions.

2.2 Schauder estimates for linear parabolic equations

In this first Section, we state a fundamental existence and uniqueness result for
linear parabolic equations with Hölder continuous coefficients.

The proof of this theorem is rather long and presenting it completely is out
of the scope of the present lectures notes. Instead, we would like to focus on two
particular aspects: uniqueness and interior estimates.

The uniqueness of the solution is proved by using a maximum principle (Sub-
section 2.2.3), the existence can be obtained through the continuity method. This
method relies on the proof of the “good” a priori estimate (2.2.1) on any C2,α so-
lution. This estimate is global in the sense that it deals with what happens at the
interior of (0, T ) × Ω and at its boundary. In Subsection 2.2.5, we focus on what
happens in the interior of the domain. Precisely, we present a complete proof
of the interior Schauder estimate in the general case. It relies on Schauder esti-
mates for parabolic equations with constant coefficients. The derivation of these
estimates are presented in Subsection 2.2.4 by studying first the heat equation.
We present here an argument due to Safonov circa 1984.

2.2.1 Linear parabolic equations

The standing example of linear parabolic equations with constant coefficients is
the heat equation

∂u

∂t
− ∆u = f

where f is a source term. The general form of a linear parabolic equation with
variable coefficients is the following

∂u

∂t
−
∑
i,j

aij(X)
∂2u

∂xi∂xj
−
∑
i

bi(X)
∂u

∂xi
− c(X)u = 0

where
c ≤ 0

and A(X) = (aij(X))i,j is a symmetric matrix satisfying one of the following
assumptions

• (Degenerate ellipticity) For all X, A(X) ≥ 0;
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• (Strict ellipticity) There exists λ > 0 s.t. for all X, 1 A(X) ≥ λI;

• (Uniform ellipticity) There exists Λ ≥ λ > 0 s.t. for all X, λIA(X) ≤ ΛI.

We recall that I denotes the identity matrix and if A,B ∈ Sd, A ≥ B means that
all the eigenvalues of A−B are non-negative.

It is convenient to consider the linear differential operator L defined as follows

Lu =
∑
i,j

aij(X)
∂2u

∂xi∂xj
+
∑
i

bi(X)
∂u

∂xi
+ c(X)u.

2.2.2 A fundamental existence and uniqueness result

In this Subsection, we state a fundamental existence and uniqueness result for lin-
ear parabolic equation with Hölder continuous coefficients. Such a result together
with its proof can be found in various forms in several classical monographs such
as [LSU67, Kryl96]. We choose here to present the version given in [Kryl96].

In the following statement, Rd+1
+ denotes [0,+∞) × Rd.

Theorem 2.2.1. If Ω is a C2,α domain and the coefficients A, b, c ∈ Cα((0, T )×Ω)
and f ∈ Cα(Rd+1

+ ), g ∈ C2+α((0, T ) × Ω), h ∈ C2,α(Rd), and g and h are
compatible (see Remark 2.2.3 below), then there exists a unique solution u ∈
C2,α(Q) of 

∂u
∂t − ∆u = f in (0, T ) × Ω
u = g on (0,+∞) × ∂Ω
u = h on {0} × Ω̄.

In addition,

|u|2+α,(0,T )×Ω ≤ C(|f |α,Rd+1
+

+ |g|2+α,(0,T )×Ω + |h|2+α,Rd) (2.2.1)

where C = C(d, λ,K, α, ρ0, diam(Ω)) andK = |A|δ,(0,T )×Ω+|b|δ,(0,T )×Ω+|c|δ,(0,T )×Ω

and ρ0 is related to the C2,α regularity of the boundary of Ω.

Remark 2.2.2. The inequality (2.2.1) is called the (global) Schauder a priori
estimate.

Remark 2.2.3. The fact that data g and h are compatible has to do with con-
ditions ensuring that a solution which is regular up to the boundary can be
constructed. Since we will not address these problems, we refer the interested
reader to [LSU67, Kryl96] for a precise definition.

2.2.3 Maximum and comparison principles

Maximum principles are powerful tools to study elliptic and parabolic equations.
There are numerous statements which are not equivalent. We choose the following
one.
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Theorem 2.2.4 (Maximum principle). Consider a bounded continuous function
u : (0, T ) × Ω → R such that ∂u

∂t exists at each point of (0, T ) × Ω and Du,D2u
exist and are continuous in (0, T ) × Ω.

If

∂u

∂t
− Lu ≤ 0 in (0, T ) × Ω

u ≤ 0 on ∂p(0, T ) × Ω

then u ≤ 0 in (0, T ) × Ω.

Remark 2.2.5. The set ∂p(0, T )×Ω is the parabolic boundary of the cylindrical
domain (0, T ) × Ω. Its definition is recalled in the Section devoted to notation.

Proof. Fix γ > 0 and consider the function v(t, x) = u(t, x)− γ
T−t . Assume that v

is not non-positive. Then its maximum M on (0, T )×Ω is positive. It is reached,
and it cannot be attained for t = 0 or x ∈ ∂Ω since v ≤ u ≤ 0 on ∂p(0, T )×Ω. It
can neither be attained for t = T since v → −∞ as t → T−. We conclude that
the maximum is attained for some t ∈ (0, T ) and x ∈ Ω. In particular,

0 =
∂v

∂t
(t, x) =

∂u

∂t
(t, x) − γ

(T − t)2

0 = Dv(t, x) = Du(t, x)

0 ≥ D2v(t, x) = D2u(t, x).

Remark that since A is (uniformly) elliptic, the linear operator satisfies

Lu(t, x) = trace(AD2u) + b ·Du+ cu = trace(AD2u) + cu ≤ trace(AD2u) ≤ 0

since u(t, x) ≥ v(t, x) > 0, c ≤ 0, A ≥ 0 and D2u(t, x) ≤ 0. We now use the fact
that u satisfies ∂u

∂t − Lu ≤ 0 in (0, T ) × Ω to get the desired contradiction:

γ

(T − t)2
=
∂u

∂t
(t, x) ≤ Lu(t, x) ≤ 0.

Since γ is arbitrary, the proof is complete. � We now state two corollaries.

The first one will be the starting point of the second section (Section 2.3). In the
framework of linear equation, it is a direct consequence of the previous result.

Corollary 2.2.6 (Comparison principle - I). Consider two bounded continuous
functions u and v which are differentiable with respect to time and such that first
and second derivatives with respect to space are continous. If

∂u

∂t
− Lu ≤ f in (0, T ) × Ω (2.2.2)

∂v

∂t
− Lv ≥ f in (0, T ) × Ω

and u ≤ v in ∂pQ, then u ≤ v in (0, T ) × Ω.
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Remark 2.2.7. Remark that this corollary implies that as soon as u satisfies
(2.2.2), it lies below any solution of ∂u

∂t − Lu = f . This is the reason why it is

referred to as a subsolution of the equation ∂u
∂t −Lu = f . In the same way, v lies

above any solution and is referred to as a supersolution.

Remark 2.2.8. In view of the previous remark, we can reformulate the result
of the previous corollary as follows: if a subsolution lies below a supersolution at
the parabolic boundary then it lies below in the whole cylindral domain.

The next result contains a first estimate for solutions of linear parabolic equa-
tions.

Corollary 2.2.9 (A first estimate). Consider a bounded continuous solution u of
∂u
∂t −Lu = f in (0, T )×Ω. Assume moreover that it is differentiable with respect
to time and continuously twice differentiable with respect to space. Then

|u|0,(0,T )×Ω ≤ T |f |0,(0,T )×Ω + |g|O,∂p(0,T )×Ω.

Sketch of proof. Consider v± = u± (|g|0,∂p(0,T )×Ω + t|f |0,(0,T )×Ω) and check that
v+ is a supersolution and v− is a subsolution. Then the previous corollary yields
the desired result. �

2.2.4 Schauder estimate for the heat equation

2.2.4.1 Statement and corollary

The “interior” Schauder estimate for the heat equation takes the following form.

Theorem 2.2.10. Let α ∈ (0, 1) and consider a C∞ function u : Rd+1 → R with
compact support and define f = ∂u

∂t − ∆u. Then there exists a constant C > 0
only depending on dimension and α such that

[u]2+α,Rd+1 ≤ C[f ]α,Rd+1 .

It is then easy to derive a similar “interior” Schauder estimate for linear
uniformly parabolic equation with constant coefficients and no lower order term.

Corollary 2.2.11. Let α ∈ (0, 1) and assume that A ≡ A0 in Rd+1 and b ≡ 0,
c ≡ 0. Then there exists a constant C > 0 only depending on dimension and α
such that for any C∞ function u with compact support

[u]2+α,Rd+1 ≤ C[f ]α,Rd+1

where f = ∂u
∂t − Lu.

Sketch of proof. The proof consists in performing an appropriate change of coor-
dinates. Precisely, we choose P ∈ Sd such that A0 = P 2 and consider v(t, x) =
u(t, Px). Then check that ∆v = trace(A0D

2u) = Lu and use Theorem 2.2.10. �



16 CHAPTER 2. FULLY NON LINEAR PARABOLIC EQUATIONS

2.2.4.2 Two useful facts

Before proving Theorem 2.2.10, we recall two facts about the heat equation. We
recall first that a solution u ∈ C∞ of

∂u

∂t
− ∆u = f,

with compact support included in (0,+∞) × Rd, can be represented as

u(t, x) =

∫ t

0

∫
Rd

G(s, y)f(t− s, x− y)dsdy

where

G(t, x) =
1

(4πt)d/2
e−

|x|2
4t .

We write in short hand
u = G ⋆ f,

keeping in mind that G should be extended by 0 for t < 0 in order to make this
rigourous. This formula can be justified using Fourier analysis for instance.

Fact 1. For any 0 ≤ ρ ≤ R,

|G ⋆ 1QR(Z0)|0,Qρ(Z0) ≤ CR2

where 1QR(Z0)(Z) = 1 if Z ∈ QR(Z0) and 0 if not.

Fact 2. There exists a constant C > 0 such that any solution of ∂h
∂t = ∆h in

QR(0) satisfies ∣∣∣∣ ∂n∂tnDαh(0)

∣∣∣∣ ≤ C
|h|0,QR(0)

R2n+|α|

where α = (α1, . . . , αn), |α| =
∑

i αi and D
αh = ∂α1

∂x
α1
1

. . . ∂
αd

∂x
αd
d

h.

This second fact can be proved by using Bernstein’s techniques. See [Kryl96,
Chapter 8, p. 116].

2.2.4.3 Proof of the Schauder estimate

The following proof is due to Safonov circa 1984. It is presented in [Kryl96].
Krylov says in [Kryl97] that “[he] believes this proof should be part of a gen-
eral knowledge for mathematicians even remotely concerned with the theory of
PDEs”.

Recall that the C2,α regularity can be established “pointwise”. Indeed, in
view of Proposition 2.1.4, it is enough to be able to find a polynomial P which
is linear in time and quadratic in space such that the oscillation of the difference
between u and P decreases as ρ2+α in a box of size ρ. The natural candidate
for P is the “second order” Taylor polynomial of the function itself. The idea of
Safonov is to perturb this natural candidate in order to reduce to the case where
f ≡ 0.
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Proof of Theorem 2.2.10. Without loss of generality, we can assume that the
compact support of u is included in (0,+∞) × Rd.

Take X0 ∈ Rd+1, ρ > 0 and K ≥ 1 to be specified later. Let Q denote
Q(K+1)ρ(X0) and take ζ ∈ C∞(Rd+1) with compact support and such that ζ ≡ 1
in Q.

We consider the “second order” Taylor polynomial associated with a function
w at a point X = (t, x)

TXw(s, y) = w(X) +wt(X)(s− t) +Dw(X) · (y− s) +
1

2
D2w(X)(y− x) · (y− x).

We now consider
g = (ζTX0u)t − ∆(ζTX0u).

In view of properties of ζ,
g ≡ f(X0) in Q.

Keeping this piece of information in mind, we can write for X ∈ Q,

u− TX0u = u− ζTX0u = G ⋆ (f − g)

= h+ r

with
h = G ⋆ ((f − g)1Qc) and r = G ⋆ ((f − f(X0))1Q)

where Qc = Rd+1 \Q. Remark in particular that

ht − ∆h = 0 in Q.

Now we estimate

|u− TX0u− TX0h|0,Qρ(X0) ≤ |h− TX0h|0,Qρ(X0) + |r|0,Qρ(X0) (2.2.3)

and we study the two terms of the right hand side.
We use Fact 1 to get first

|r|0,Qρ(X0) ≤ [f ]α,Q(K + 1)αρα|G ⋆ 1Q|0,Qρ(X0)

≤ C(K + 1)2+αρ2+α[f ]α,Q. (2.2.4)

We now write for X ∈ Qρ(X0),

h(X) = h(X0) +ht(θ, x)(t− t0) +Dh(X0) · (x−x0) +
1

2
D2h(Θ)(x−x0) · (x−x0)

for some θ ∈ (t0, t) and Θ = (t0, y0) ∈ Qρ(X0). Hence, we have

h(X) − TX0h(X) = (ht(θ, x) − ht(X0))(t− t0)

+
1

2
(D2h(Θ) −D2h(X0))(x− x0) · (x− x0)
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from which we deduce

|h(X) − TX0h(X)| ≤ ρ2|ht(θ, x) − ht(X0)| + ρ2|D2h(Θ) −D2h(X0)|. (2.2.5)

We now use Fact 2 in order to get

|h− TX0h|0,Qρ(X0) ≤ ρ2

(
ρ2
∣∣∣∣ ∂2∂t2h

∣∣∣∣
0,Qρ(X0)

+ ρ

∣∣∣∣ ∂∂tDh
∣∣∣∣
0,Qρ(X0)

)
+ Cρ3|D3h|0,Qρ(X0)

≤ C(ρ4(Kρ)−4 + ρ3(Kρ)−3 + ρ3(Kρ)−3)|h|0,Q
≤ C(K−4 + 2K−3)|h|0,Q
≤ CK−3|h|0,Q

by choosing K ≥ 1. We next estimate |h|0,Q as follows

|h|0,Q ≤ |u− TX0u− r|0,Q ≤ |u− TX0u|0,Q + |r|0,Q
≤ C(K + 1)2+αρ2+α([u]2+α,Q + |[f ]α,Q)

where we used (2.2.5) for u instead of h and we used (2.2.4). Then, we have

|h− TX0h|0,Qρ(X0) ≤ C
(K + 1)2+α

K3
ρ2+α([u]2+α,Q + [f ]α,Q). (2.2.6)

Combining (2.2.3), (2.2.4) and (2.2.6), we finally get

ρ−(2+α)|u− TX0u− TX0h|0,Qρ(X0) ≤ C(K + 1)2+α[f ]α,Q

+ C
(K + 1)2+α

K3
([u]2+α,Q + [f ]α,Q).

In view of Proposition 2.1.4, it is enough to choose K ≥ 1 large enough so that

C
(K + 1)2+α

K3
≤ 1

2

to conclude the proof of the theorem. �

2.2.5 Schauder estimate in the case of variable coefficients

Theorem 2.2.12. Consider a function u ∈ C2,α((0, T )×Rd) for some α ∈ (0, 1).
Then there exists C = C(d, α) such that

[u]2+α,(0,T )×Rd ≤ C
(

[f ]α,(0,T )×Rd + |u|0,(0,T )×Rd

)
where f = ∂u

∂t − Lu.
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Remark 2.2.13 (Notation). In the remaining of this subsection, it is convenient
to write semi-norms as [·]k+α instead of [·]k+α,(0,T )×Rd , k = 0, 2. In the same way,
| · |0 stands for | · |0,(0,T )×Rd .

Remark 2.2.14. Recall that by Corollary 2.2.9, one has

|u|0 ≤ T |ut − Lu|0 + |u(0, ·)|0,Rd .

Before giving a rigourous proof, we would like first to explain the main idea.

Main idea of the proof of Theorem 2.2.12. Assume first that there are no lower
order terms (c ≡ 0 and b ≡ 0).

In a neighbourhood of X0 ∈ Rd+1, the coefficients of the linear operator L
are frozen: the linear operator with constant coefficients is denoted by L0. If X
is close to X0, then L is not very far from L0 and this can be measured precisely
thanks to the Hölder continuity of coefficients.

Use first Corollary 2.2.11:

[u]2+α ≤ C[ut − L0u]α ≤ C[ut − Lu]α + C[Lu− L0u]α.

Now control [Lu− L0u]α thanks to [u]2+α and conclude.
Next, lower order terms are treated by using interpolation inequalities. �
Let us now make this precise and rigourous.

Proof of Theorem 2.2.12. We first assume that b ≡ 0 and c ≡ 0. Let f denote
∂u
∂t − Lu.

Let ε ∈ (0, T/2) and γ ≤ ε/2 be a positive real number to be fixed later and
consider X1 and X2 such that

[ut]α,(ε,T−ε)×Rd ≤ 2ρ(X1, X2)
−α|ut(X1) − ut(X2)|

where we recall that ρ(X1, X2) =
√

|t1 − t2| + |x1 − x2| if Xi = (ti, xi), i = 1, 2.
If ρ(X1, X2) ≥ γ, then we use interpolation inequalities (2.1.3) in order to get

[ut]α,(ε,T−ε)×Rd ≤ 2γ−α|ut|0

≤ 1

4
[u]2+α + C(γ)|u|0.

If ρ(X1, X2) < γ, we consider ζ ∈ C∞(Rd+1) with compact support such
that ζ(X) = 1 if ρ(X, 0) ≤ 1 and ζ(X) = 0 if ρ(X, 0) ≥ 2. We next define
ξ(t, x) = ζ(γ−2(t− t1), γ−1(x−x1)). In particular, ξ(X) = 1 if ρ(X,X1) ≤ γ and
ξ(X) = 0 if ρ(X,X1) ≥ 2γ.

Now we use Corollary 2.2.11 in order to get

[ut]α,(ε,T−ε)×Rd ≤ 2ρ(X1, X2)
−α|ut(X1) − ut(X2)|

≤ 2[(uξ)]2+α

≤ 2C[(uξ)t − L(X1)(uξ)]α

≤ 2C[(uξ)t − L(uξ)]α + 2C[(L(X1) − L)(uξ)]α. (2.2.7)
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We estimate successively the two terms of the right hand side of the last line.
First, we write

(uξ)t − L(uξ) = ξf + u(ξt − Lξ) − 2ADu ·Dξ

since L(uξ) = uLξ + ξLu + 2ADu ·Dξ. Using interpolation inequalities (2.1.3),
this implies

[(uξ)t − L(uξ)]α ≤ C(γ)([f ]α + [u]α + [Du]α)

≤ γα[u]2+α + C(γ)([f ]α + |u|0). (2.2.8)

We next write

(L(X1) − L)(uξ) = trace[(A(X1) −A(X))D2(uξ)]

and for X such that ρ(X1, X) ≤ 2γ, we thus get thanks to interpolation inequal-
ities (2.1.3)

[(L(X1) − L)(uξ)]α ≤ Cγα[D2(uξ)]α + C|D2(uξ)|0
≤ Cγα[u]2+α + C(γ)|u|0. (2.2.9)

Combining (2.2.7), (2.2.8) and (2.2.9), we finally get in the case where ρ(X1, X2) ≤
γ,

[ut]α,(ε,T−ε)×Rd ≤ Cγα[u]2+α + C(γ)([f ]α + |u|0).

We conclude that we have in both cases

[ut]α,(ε,T−ε)×Rd ≤ (Cγα + 1/4)[u]2+α + C(γ)([f ]α + |u|0).

We can argue in a similar way to get

[D2u]α,(ε,T−ε)×Rd ≤ (Cγα + 1/4)[u]2+α + C(γ)([f ]α + |u|0).

Adding these two inequalities yield

[u]2+α,(ε,T−ε)×Rd ≤ (Cγα + 1/2)[u]2+α + C(γ)([f ]α + |u|0).

Now choose γ such that Cγα ≤ 1/4 and get

[u]2+α,(ε,T−ε)×Rd ≤ 3

4
[u]2+α + C([f ]α + |u|0).

Taking the supremum over ε ∈ (0, T/2) allows us to conclude in the case where
b ≡ 0 and c ≡ 0.

If now b ̸= 0 and c ̸= 0, we apply the previous result and get

[u]2+α ≤ C([f + b ·Du+ cu]α + |u|0).

Use now interpolation inequalities once again to conclude. �
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2.3 Viscosity solutions: a short overview

Viscosity solutions were first introduced by Crandall and Lions [CL81]. This
notion of weak solution enabled to characterize the value function of an optimal
control problem as the unique solution of the corresponding first order Hamilton-
Jacobi equation. An example of such an equation is the following one

∂u

∂t
+

1

2
|Du|2 + V (x) = 0 (2.3.1)

for some continuous function V . The viscosity solution theory is also by now a
fundamental tool for the study of nonlinear elliptic and parabolic equations.

2.3.1 Definition and stability of viscosity solutions

2.3.1.1 Degenerate ellipticity

We recall that linear parabolic equations in non-divergence form have the follow-
ing general form

∂u

∂t
− Lu = f

with

Lu = trace(AD2u) + b ·Du+ cu

with A ≥ 0 (in the sense of symmetric matrices).

We now consider very general nonlinear parabolic equation of the form

∂u

∂t
+ F (t, x,Du,D2u) = 0 (2.3.2)

where we assume that the nonlinearity F : (0, T )×Ω×Rd×Sd → R is continuous
and satisfies the following condition

A ≤ B ⇒ F (t, x, p, A) ≥ F (t, x, p,B). (2.3.3)

In other words, the nonlinearity F is non-increasing with respect to the matrix
variable. We say that F is degenerate elliptic.

Remark 2.3.1. In the case of parabolic Monge-Ampère equations such as (2.1.1)
or (2.1.2), the nonlinearity is well-defined and degenerate elliptic only on a sub-
set of Sd; precisely, it is only defined either on the subset S+d of semi-definite
symmetric matrices or on the subset S++

d of definite symmetric matrices. Hence,
solutions should be convex or strictly convex.



22 CHAPTER 2. FULLY NON LINEAR PARABOLIC EQUATIONS

2.3.1.2 Semi-continuity

Consider an open set Q ⊂ Rd+1. We recall that u is lower semi-continuous at
(t, x) if, for all sequences (sn, yn) → (t, x),

u(t, x) ≤ lim inf
n→∞

u(sn, yn).

In the same way, one can define upper semi-continuous functions. Very often, the
previous inequality is written

u(t, x) ≤ lim inf
(s,y)→(t,x)

u(s, y).

If u is bounded from below in a neighbourhood of Q, one can define the lower
semi-continuous envelope of u in Q as the largest lower semi-continuous function
lying below u. It is denoted by u∗. Similarly, the upper semi-continuous enveloppe
u∗ of a locally bounded from above function u can be defined.

2.3.1.3 Definition(s)

In this paragraph, we give the definition of a viscosity solution of the fully nonlin-
ear parabolic equation (2.3.2). We give a first definition in terms of test functions.
We then introduce the notion of subdifferentials and superdifferentials with which
an equivalent definition can be given (see Remark 2.3.8 below).

In order to motivate the definition of a viscosity solution, we first derive
necessary conditions for smooth solutions of (2.3.2).

Consider an open set Q ⊂ Rd+1 and a function u : Q → R which is C1 with
respect to t and C2 with respect to x. Consider also a function ϕ with the same
regularity and assume that u ≤ ϕ in a neighbourhood of (t, x) ∈ Q and u = ϕ at
(t, x). Then

∂ϕ

∂t
(t, x) =

∂u

∂t
(t, x)

Dϕ(t, x) = Du(t, x)

D2ϕ(t, x) ≥ D2u(t, x).

Using the degenerate ellipticity of the nonlinearity F , we conclude that

∂ϕ

∂t
(t, x) + F (t, x,Dϕ(t, x), D2ϕ(t, x))

≤ ∂u

∂t
(t, x) + F (t, x,Du(t, x), D2u(t, x)) = 0.

A similar argument can be used to prove that if u ≥ ϕ in a neighbourdhood of
(t, x) with u(t, x) = ϕ(t, x) then the reserve inequality holds true. These facts
motivate the following definitions.
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Definition 2.3.2 (Test functions). A test function on the set Q is a function
ϕ : Q→ R which is C1 with respect to t and C2 with respect to x.

Given a function u : Q → R, we say that the test function ϕ touches u from
above (resp. below) at (t, x) if u ≤ ϕ (resp. u ≥ ϕ) in a neighbourhood of (t, x)
and u(t, x) = ϕ(t, x).

Remark 2.3.3. If u− ϕ reaches a local maximum (resp. minimum) at (t0, x0),
then ϕ+ [u(t0, x0) − ϕ(t0, x0)] touches u from above (resp. below).

Definition 2.3.4 (Viscosity solutions). Consider a function u : Q→ R for some
open set Q.

• u is a subsolution of (2.3.2) if u is upper semi-continuous and if, for all
(t, x) ∈ Q and all test functions ϕ touching u from above at (t, x),

∂ϕ

∂t
(t, x) + F (t, x,Dϕ(t, x), D2ϕ(t, x)) ≤ 0.

• u is a supersolution of (2.3.2) if u is lower semi-continuous and if, for all
(t, x) ∈ Q and all test functions ϕ touching u from below at (t, x),

∂ϕ

∂t
(t, x) + F (t, x,Dϕ(t, x), D2ϕ(t, x)) ≥ 0.

• u is a solution of (2.3.2) if it is both a sub- and a supersolution.

Remark 2.3.5. Remark that a viscosity solution of (2.3.2) is a continuous func-
tion.

When proving uniqueness of viscosity solutions, it is convenient to work with
the following objects.

Definition 2.3.6 (Second order sub-/super-differentials). The following set

P±(u)(t, x) = {(α, p,X) ∈ R× Rd × Sd :

(α, p,X) = (∂tϕ(t, x), Dϕ(t, x), D2ϕ(t, x))

s.t. ϕ touches u from above (resp. below) at (t, x)}

is the super-(resp. sub-)differential of the function u at the point (t, x).

Remark 2.3.7. Here is an equivalent definition: (α, p,X) ∈ P+u(t, x) if and
only if

u(s, y) ≥ u(t, x)+α(s− t)+p · (y−x)+
1

2
X(x−y) · (x−y)+o

(
|s− t| + |y − x|2

)
for (s, y) in a neighbourhood of (t, x). A similar characterization holds for P−.
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Remark 2.3.8. The definition of a viscosity solution can be given using sub-
and super-differentials of u. Indeed, as far as subsolutions are concerned, in view
of Definitions 2.3.4 and 2.3.6, u is a viscosity subsolution of (2.3.2) in the open
set Q if and only if for all (t, x) ∈ Q and all (α, p,X) ∈ P+u(t, x),

α+ F (t, x, p,X) ≤ 0.

When proving uniqueness, the following limiting versions of the previous ob-
jects are used.

Definition 2.3.9 (Limiting super-/sub-differentials).

P±
(u)(t, x) = {(α, p,X) ∈ R× Rd × Sd : ∃(tn, xn) → (t, x) s.t.

(αn, pn, Xn) → (α, p,X), u(tn, xn) → u(t, x),

(αn, pn, Xn) ∈ P±u(tn, xn)}

Remark 2.3.10. Since F is assumed to be continuous, the reader can remark
that u is a viscosity subsolution of (2.3.2) in Q if and only if for all (t, x) ∈ Q

and all (α, p,X) ∈ P+
u(t, x),

α+ F (t, x, p,X) ≤ 0.

An analogous remark can be made for supersolutions.

2.3.1.4 First properties

In this section, we state without proofs some important properties of sub- and
supersolutions. Proofs in the elliptic case can be found in [CIL92] for instance.
These proofs can be readily adapted to the parabolic framework.

Proposition 2.3.11 (Stability properties). • Let (uα)α be a family of sub-
solutions of (2.3.2) in Q such that the upper semi-continuous envelope u of
supα uα is finite in Q. Then u is also a subsolution of (2.3.2) in Q.

• If (un)n is a sequence of subsolutions of (2.3.2), then the upper relaxed-
limit u of the sequence defined as follows

ū(t, x) = lim sup
(s,y)→(t,x),n→∞

un(s, y) (2.3.4)

is everywhere finite in Q, then it is a subsolution of (2.3.2) in Q.

Remark 2.3.12. An analogous proposition can be stated for supersolutions.

2.3.2 The Perron process

In this subsection, we would like to give an idea of the general process that allows
one to construct solutions for fully nonlinear parabolic equations.
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2.3.2.1 General idea

The Perron process is well known in harmonic analysis and potential analysis. It
has been adapted to the case of fully nonlinear elliptic equations in non-divergence
form by Ishii [Ish87].

The general idea is the following one: assume that one can construct a sub-
solution u− and a supersolution u+ to a nonlinear parabolic equation of the
form (2.3.2) such that u− ≤ u+. Using Proposition 2.3.11, we can construct a
maximal subsolution u lying between u− and u+. Then a general argument allows
one to prove that the lower semi-continuous envelope of the maximal subsolution
u is in fact a supersolution.

Remark 2.3.13. Before making the previous argument a little bit more precise,
we would like to point out that the function u constructed by this general method
is not a solution in the sense of Definition 2.3.4. It is a so-called discontinuous
(viscosity) solution of (2.3.2). We decided to stick to continuous viscosity so-
lution in these lecture notes and to state the result of the Perron process as in
Lemma 2.3.15 below. See also Paragraph 2.3.2.3.

Example 2.3.14. In many important cases, u± are chosen in the following form:
u0(x) ± Ct where u0 is the smooth initial datum and C is a large constant, pre-
cisely:

C ≥ sup
x∈Rd

|F (0, x,Du0(x), D2u0(x))|.

If non-smooth/unbounded initial data are to be considered, discontinuous stability
arguments can be used next.

2.3.2.2 Maximal subsolution and bump construction

We now give more details about the general process to construct a “solution”.
We consider a cylindrical domain Q = (0, T ) × Ω for some domain Ω ⊂ Rd.

Lemma 2.3.15. Assume that u± is a super-(resp. sub-) solution of (2.3.2) in
Q. Then there exists a function u : Q → R such that u− ≤ u ≤ u+ and u∗ is a
subsolution of (2.3.2) and u∗ is a supersolution of (2.3.2).

Proof. Consider

S = {v : Q→ R s.t. u− ≤ v ≤ u+ and v∗ subsolution of (2.3.2)}.

By Proposition 2.3.11, we know that the upper semi-continuous envelope u∗ of
the function

u = sup
v∈S

v

is a subsolution of (2.3.2).
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We next prove that the lower semi-continuous envelope u∗ of u is a supersolu-
tion of (2.3.2) in Q. Arguing by contradiction, one can assume that there exists
(α, p,X) ∈ P−u∗(t, x) such that

α+ F (t, x, p,X) =: −θ < 0. (2.3.5)

Remark that at (t, x), we have necessarily

u∗(t, x) < u+(t, x).

Indeed, if this is not the case, then (α, p,X) ∈ P−u+(t, x) and (2.3.5) cannot be
true since u+ is a supersolution of (2.3.2). Up to modifying the constant θ, we
can also assume that

u∗(t, x) − u+(t, x) ≤ −θ < 0. (2.3.6)

Without loss of generality, we can also assume that (t, x) = (0, 0) and u∗(t, x) = 0.
Let us consider the following paraboloid

P (s, y) = τs+ p · y +
1

2
Xy · y + δ − γ

(
1

2
|y|2 + |s|

)
with δ and γ to be chosen later. Compute next

∂P

∂s
(s, y) + F (s, y,DP (s, y), D2P (s, y))

= τ − γ
s

|s|
+ F (s, y, p+Xy − γy,X − γI)

(if s = 0, s
|s| should be replaced with any real number σ ∈ [−1, 1]). Hence, for r

and γ small enough, we have

∂P

∂s
+ F (s, y,DQ,D2Q) ≤ −θ

2
< 0

for all (s, y) ∈ Vr. Moreover, since (τ, p,X) ∈ P−u∗(t, x), we have

u∗(s, y) ≥ τs+ p · y +
1

2
Xy · y + o(|y|2 + |s|)

≥ P (s, y) − δ + γ

(
1

2
|y|2 + |s|

)
+ o(|y|2 + |s|).

Choose now δ = γr
4 and consider (s, y) ∈ Vr \ Vr/2:

u∗(s, y) ≥ P (s, y) − γr

4
+
γr

2
+ o(r) = P (s, y) +

γr

4
+ o(r).

Consequently, for r small enough,

u(s, y) − P (s, y) ≥ γr

8
> 0 in Vr \ Vr/2,

P (s, y) < u+(s, y) in Vr
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where we used (2.3.6) to get the second inequality.
We next consider

U(s, y) =

{
max{u(s, y), P (s, y)} if (s, y) ∈ Vr,
u(s, y) if not.

On one hand, we remark that the function U∗ is still a subsolution of (2.3.2) and
U ≥ u ≥ u− and U ≤ u+. Consequently, U ∈ S and in particular, U ≤ u. On the
other hand, supR+×Rd{U − u} ≥ δ; indeed, consider (tn, xn) → (0, 0) such that
u(tn, xn) → u∗(0, 0) = 0 and write

lim
n→∞

U(tn, xn) − u(tn, xn) ≥ lim
n→∞

P (tn, xn) − u(tn, xn) = δ > 0.

This contradicts the fact that U ≤ u. The proof of the lemma is now complete.
�

2.3.2.3 Continuous solutions from comparison principle

As mentioned above, the maximal subsolution u∗ is not necessarily continuous;
hence, its lower semi-continuous envelope u∗ does not coincide necessarily with
it. In particular, we cannot say that u is a solution in the sense of Definition 2.3.4
(cf. Remark 2.3.13 above).

We would get a (continuous viscosity) solution if u∗ = u∗. On one hand,
u∗ is upper semi-continuous by construction and on the other hand u∗ ≤ u∗ by
definition of the semi-continuous envelopes. Hence, u is a solution of (2.3.2) if
and only if u∗ ≤ u∗ in Q. Since u∗ is a subsolution of (2.3.2) in Q and u∗ is a
supersolution of (2.3.2) in Q, it is thus enough that Equation (2.3.2) satisfies a
comparison principle and that the barriers u± satisfy some appropriate inequality
on the parabolic boundary. More precisely, we would like on one hand that

Comparison principle. If u is a subsolution of (2.3.2) in Q and v is a super-
solution of (2.3.2) in Q and u ≤ v on the parabolic boundary ∂pQ, then u ≤ v in
Q.

and on the other hand, we would like that u∗ ≤ u∗ on ∂pQ. This boundary
condition would be true if

(u+)∗ ≤ (u−)∗ on ∂pQ.

We emphasize that the lower and upper semi-continuous envelopes appearing in
the previous inequality are performed with respect to time and space.

Example 2.3.16. If for instance Q = (0, T ) × Rd, then barriers should satisfy

(u+)∗(0, x) ≤ (u−)∗(0, x) for x ∈ Rd.

This condition is fullfilled for such a Q if u± = u0 ± Ct (see Example 2.3.14).
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In the next subsection, we will present general techniques for proving com-
parison principles. The reader should be aware of the fact that, in many practical
cases, general theorems from the viscosity solution theory do not apply to the
equation under study. In those cases, one has to adapt the arguments presented
below in order to take into account the specific difficulties implied by the specific
equation. The reader is referred to [CIL92] for a large review of available tools.

2.3.3 Introduction to comparison principles

In this subsection, we present classical techniques to prove comparison principles
in some typical cases.

2.3.3.1 First order equations

In this paragraph, we first study first order Hamilton-Jacobi equations of the
following form

∂u

∂t
+H(x,Du) = 0. (2.3.7)

As we will see, a comparison principle holds true if H satisfies the following
structure condition: for all x, y, p ∈ Rd,

|H(x, p) −H(y, p)| ≤ C|x− y|. (2.3.8)

In order to avoid technicalities and illustrate main difficulties, we assume that
x 7→ H(x, p) is Zd-periodic; hence, solutions should also be Zd-periodic for Zd-
periodic initial data.

Theorem 2.3.17 (Comparison principle - II). Consider a continuous Zd-periodic
function u0. If u is a Zd-periodic subsolution of (2.3.7) in (0, T )×Rd and v is a Zd-
periodic supersolution of (2.3.7) in (0, T )×Rd such that u(0, x) ≤ u0(x) ≤ v(0, x)
for all x ∈ Rd, then u ≤ v in (0, T ) × Rd.

Proof. The beginning of the proof is the same as in the proof of Theorem 2.2.4:
we assume that

M = sup
t∈(0,T ),x∈Rd

{
u(t, x) − v(t, x) − γ

T − t

}
> 0.

Here, we cannot use the equation directly, since it is not clear wether u−v satisfies
a nonlinear parabolic equation or not (recall that the equation is nonlinear).
Hence, we should try to duplicate the (time and space) variables.

Doubling variable technique.

Consider

Mε = sup
t,s∈(0,T ),x,y∈Rd

{
u(t, x) − v(s, y) − (t− s)2

2ε
− |x− y|2

2ε
− η

T − t

}
.
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Remark that Mε ≥ M > 0. This supremum is reached since u is upper semi-
continuous and v is lower semi-continuous and both functions are Zd-periodic.
Let (tε, sε, xε, yε) denote a maximizer. Then we have

(tε − sε)
2

2ε
+

|xε − yε|2

2ε
≤ u(tε, xε) − v(sε, yε) ≤ |u+|0 + |v−|0

where we recall that |w|0 = sup(t,x)∈(0,T )×Rd |w(t, x)|. In particular, up to ex-
tracting subsequences, tε → t, sε → t and xε → x, yε → y and tε − sε = O(

√
ε)

and xε − yε −O(
√
ε).

Assume first that t = 0. Then

0 < M ≤ lim sup
ε→0

Mε ≤ lim sup
ε

u(tε, xε) − lim inf
ε

v(sε, yε) ≤ u(0, x) − v(0, x) ≤ 0.

This is not possible. Hence t > 0.

Since t > 0, for ε small enough, tε > 0 and sε > 0. Now remark that the
function ϕu

(t, x) 7→ v(sε, yε) +
(t− sε)

2

2ε
+

|x− yε|2

2ε
+

η

T − t

is a test function such that u− ϕu reaches a maximum at (tε, xε). Hence (recall
Remark 2.3.3),

η

(T − tε)2
+
tε − sε
ε

+H(xε, pε) ≤ 0

with pε = xε−yε
ε . Similarly, the function ϕv

(s, y) 7→ u(tε, xε) −
(s− tε)

2

2ε
− |y − xε|2

2ε
− η

T − tε

is a test function such that v − ϕv reaches a minimum at (sε, yε); hence

tε − sε
ε

+H(yε, pε) ≤ 0

with the same pε! Substracting the two viscosity inequalities yields

η

(T − tε)2
≤ H(yε, pε) −H(xε, pε).

In view of (2.3.8), we conclude that

η

T 2
≤ C|xε − yε| = O(

√
ε).

Letting ε→ 0 yields the desired contradiction. �
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Remark 2.3.18. Condition (2.3.8) is satified by (2.3.1) if the potential V is
Lipschitz continuous. On the contrary, if H(x, p) = c(x)|p|, then the Hamilton-
Jacobi equation is the so-called eikonal equation and it does not satisfy (2.3.8)
even if c is globally Lipschitz. Such an Hamiltonian satisfies

|H(x, p) −H(y, )| ≤ C(1 + |p|)|x− y|. (2.3.9)

For such equations, the penalization should be studied in greater details in order
to prove that

|xε − yε|2

2ε
→ 0 as ε→ 0.

With this piece of information in hand, the reader can check that the same
contradiction can be obtained for Lipschitz c’s. See for instance [Barl94] for
details.

Since we will use once again this additional fact about penalization, we state
it now in a lemma.

Lemma 2.3.19. Consider ũ(t, x) = u(t, x) − η(T − t)−1. Assume that

Mε = sup
x,y∈Rd
t,s∈(0,T )

ũ(t, x) − v(s, y) − |x− y|2

2ε
− |t− s|2

2ε

is reached at (xε, yε, tε, sε). Assume moreover that (xε, yε, tε, sε) → (x, y, t, s) as
ε→ 0. Then

|xε − yε|2

ε
→ 0 as ε→ 0.

Remark 2.3.20. The reader can check that the previous lemma still holds true
if v(s, y) is replaced with v(t, y) and if the term ε−1|t− s|2 is removed.

Proof. Remark first that ε 7→Mε is non-decreasing and Mε ≥M := supRd(ũ−v).
Hence, as ε→ 0, Mε converges to some limit l ≥M . Moreover,

M2ε ≥ ũ(tε, xε) − v(sε, yε) −
|xε − yε|2

4ε
− |tε − sε|2

4ε

≥Mε +
|xε − yε|2

4ε
+

|tε − sε|2

4ε
.

Hence,

|xε − yε|2

4ε
+

|tε − sε|2

4ε
≤M2ε −Mε → l − l = 0.

�
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2.3.3.2 Second order equations with no x dependance

In this subsection we consider the following equation

∂u

∂t
+H(x,Du) − ∆u = 0 (2.3.10)

still assuming that x 7→ H(x, p) is Zd-periodic and satisfies (2.3.8). The classical
parabolic theory implies that there exists smooth solutions for such an equation.
However, we illustrate viscosity solution techniques on this (too) simple example.

Theorem 2.3.21 (Comparison principle - III). Consider a continuous Zd-periodic
function u0. If u is a Zd-periodic subsolution of (2.3.10) in (0, T ) × Rd and v is
a Zd-periodic supersolution of (2.3.7) in (0, T ) × Rd such that u(0, x) ≤ u0(x) ≤
v(0, x) for all x ∈ Rd, then u ≤ v in (0, T ) × Rd.

Remark 2.3.22. A less trivial example would be

∂u

∂t
+H(x,Du) − trace(A0D

2u) = 0

for some degenerate matrix A0 ∈ Sd, A0 ≥ 0. We prefer to keep it simple and
study (2.3.10).

First attempt of proof. We follow the proof of Theorem 2.3.17. If one uses the
two test functions ϕu and ϕv to get viscosity inequalities, this yields

1

(T − tε)2
+
tε − sε
ε

+H(xε, pε) ≤ trace(ε−1I),

tε − sε
ε

+H(yε, pε) ≥ − trace(ε−1I).

Substracting these two inequalities, we get

1

T 2
≤ O(

√
ε) +

2d

ε

and it is not possible to get a contradiction by letting ε→ 0. � In

the previous proof, we lost a very important piece of information about second
order derivatives; indeed, assume that u and v are smooth. As far as first order
equations are concerned, using the first order optimality condition

Du(tε, xε) − pε = 0 and −Dv(sε, yε) + pε = 0

is enough. But for second order equations, one has to use second order optimality
condition (

Du(tε, xε) 0
0 −Dv(sε, yε)

)
≤
(
ε−1I −ε−1I
−ε−1I ε−1I

)
.

It turns out that for semi-continuous functions, the previous inequality still holds
true up to an arbitrarily small error in the right hand side.
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Uniqueness of viscosity solutions for second order equations where first ob-
tained by Lions [Lions83] by using probabilistic methods. The analytical break-
through was achieved by Jensen [Jens88]. Ishii’s contribution was also essential
[Ish89]. In particular, he introduced the matrix inequalities contained in the
following lemma. See [CIL92] for a detailed historical survey.

We give a first version of Jensen-Ishii’s lemma for the specific test function
(2ε)−1|x− y|2.

Lemma 2.3.23 (Jensen-Ishii’s lemma - I). Let U and V be two open sets of Rd
and I an open interval of R. Consider also a bounded subsolution u of (2.3.2) in
I × U and a bounded supersolution v of (2.3.2) in I × V . Assume that u(t, x) −
v(t, y) − |x−y|2

2ε reaches a local maximum at (t0, x0, y0) ∈ I × U × V . Letting p
denote ε−1(x0 − y0), there exists τ ∈ R and X,Y ∈ Sd such that

(τ, p,X) ∈ P+
u(t0, x0), (τ, p, Y ) ∈ P−

v(t0, y0)

−2

ε

(
I 0
0 I

)
≤
(
X 0
0 −Y

)
≤ 3

ε

(
I −I
−I I

)
. (2.3.11)

Remark 2.3.24. As a matter of fact, it is not necessary to assume that u and
v are sub- and supersolution of an equation of the form (2.3.2). We chose to
present first the result in this way to avoid technicalities. Later on, we will need
the standard version of this lemma, so we will state it. See Lemma 2.3.30 below.

Remark 2.3.25. Such a result holds true for more general test functions ϕ(t, x, y)
than (2ε)−1|x − y|2. However, this special test function is a very important one
and many interesting results can be proven with it. We will give a more general
version of this important result, see Lemma 2.3.30.

Remark 2.3.26. The attentive reader can check that the matrix inequality (2.3.11)
implies in particular X ≤ Y .

Remark 2.3.27. This lemma can be used as a black box and one does so very
often. But we mentioned above that some times, one has to work more to get a
uniqueness result for some specific equation. In this case, it could be necessary
to consider more general test functions, or even to open the black box and go
through the proof to adapt it in a proper way.

With such a lemma in hand, we can now prove Theorem 2.3.21.

Proof of Theorem 2.3.21. We argue as in the proof of Theorem 2.3.17 but we do
not duplicate the time variable since it is embedded in Lemma 2.3.23. Instead,
we consider

Mε = sup
x,y∈Rd
t∈(0,T )

{
u(t, x) − v(t, y) − |x− y|2

2ε
− η

T − t

}
,
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let (tε, xε, yε) denote a maximiser and apply Lemma 2.3.23 with ũ(t, x) = u(t, x)−
η

T−t and v and we get τ,X, Y such that

(τ +
η

(T − t)2
, pε, X) ∈ P+

u(tε, xε), (τ, pε, Y ) ∈ P−
v(tε, yε), X ≤ Y

(see Remark 2.3.26 above). Hence, we write the two viscosity inequalities

γ

(T − t)2
+ τ +H(xε, pε) ≤ traceX

τ +H(yε, pε) ≥ traceY ≥ traceX

and we substract them in order to get the desired contradiction

γ

T 2
≤ O(

√
ε).

The proof is now complete. �

2.3.3.3 Second order equations with x dependance

In this paragraph, we prove a comparison principle for the following degenerate
elliptic equation

∂u

∂t
+H(x,Du) − trace(σ(x)σT (x)D2u) = 0 (2.3.12)

under the following assumptions

• x 7→ H(x, p) is Zd-periodic and satisfies (2.3.9);

• σ : Rd → Md,m(R) is Lipschitz continuous and Zd-periodic, m ≤ d.

Here, Md,m(R) denotes the set of real d×m-matrices. We make precise that σT

denotes the transpose matrix of the d×m-matrix σ.
The following theorem is, to some respects, the nonlinear counterpart of the

first comparison principle we proved in Section 2.2 (see Corollary 2.2.6). Apart
from the nonlinearity of the equation, another significant difference with Corol-
lary 2.2.6 is that Equation (2.3.12) is degenerate elliptic and not uniformly elliptic.

Theorem 2.3.28 (Comparison principle - IV). Consider a continuous Zd-periodic
function u0. If u is a Zd-periodic subsolution of (2.3.10) in (0, T ) × Rd and v is
a Zd-periodic supersolution of (2.3.7) in (0, T ) × Rd such that u(0, x) ≤ u0(x) ≤
v(0, x) for all x ∈ Rd, then u ≤ v in (0, T ) × Rd.

Proof. We argue as in the proof of Theorem 2.3.21. The main difference lies after
writing viscosity inequalities thanks to Jensen-Ishii’s lemma. Indeed, one gets

η

T 2
≤−H(xε, pε) +H(yε, pε) + trace(σ(xε)σ

T (xε)X) − trace(σ(yε)σ
T (yε)Y )

≤C
(

1 +
|xε − yε|

ε

)
|xε − yε|

+ trace(σ(xε)σ
T (xε)X) − trace(σ(yε)σ

T (yε)Y ).
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The first term can be handled thanks to Lemma 2.3.19. But one cannot just use
X ≤ Y obtained from the matrix inequality (2.3.11) to handle the second one.
Instead, consider an orthonormal basis (ei)i of Rm and write

trace(σ(xε)σ
T (xε)X) − trace(σ(yε)σ

T (yε)Y )

= trace(σT (xε)Xσ(xε)) − trace(σT (yε)Y σ(yε))

=

m∑
i=1

(Xσ(xε)ei · σ(xε)ei − Y σ(yε)ei · σ(yε)ei)

≤3

ε

m∑
i=1

|σ(xε)ei − σ(yε)ei|2;

we applied (2.3.11) to vectors of the form (σ(xε)ei, σ(yε)ei) ∈ Rd ×Rd to get the
last line. We can now use the fact that σ is Lipschitz continuous and get

trace(σ(xε)σ
T (xε)X) − (σ(yε)σ

T (yε)Y ) ≤ C
|xε − yε|2

ε
.

We thus finally get

η

T 2
≤ C|xε − yε| + C

|xε − yε|2

ε
.

We can now get the contradiction η < 0 by using Lemma 2.3.19 and letting ε→ 0.
The proof is now complete. �

2.3.4 Hölder continuity through the Ishii-Lions method

In this subsection, we want to present a technique introduced by Ishii and Lions
in [IL90] in order to prove Hölder continuity of solutions of very general fully
nonlinear elliptic and parabolic equations. On one hand, it is much simpler than
the proof we will present in the next section; on the other hand, it cannot be
used to prove further regularity such as Hölder continuity of the gradient.

The fundamental assumptions is that the equation is uniformly elliptic (see
below for a definition). For pedagogical purposes, we do not want to prove a
theorem for the most general case. Instead, we will look at (2.3.12) for Sd-valued
σ’s and special H’s

∂u

∂t
+ c(x)|Du| − trace(σ(x)σ(x)D2u) = 0 (2.3.13)

Assumptions (A).

• c is bounded and Lipschitz continuous in Q;

• σ : Q→ Sd is bounded and Lipschitz continuous in x and constant in t;
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• There exists λ > 0 such that for all X = (t, x) ∈ Q,

A(x) := σ(x)σ(x) ≥ λI.

Under these assumptions, the equation is uniformly elliptic, i.e. there exist two
positive numbers 0 < λ ≤ Λ, called ellipticity constants, such that

∀X = (t, x) ∈ Q, λI ≤ A(x) ≤ ΛI. (2.3.14)

Theorem 2.3.29. Under Assumptions (A) on H and σ, any viscosity solution
u of (2.3.13) in an open set Q ⊂ Rd+1 is Hölder continuous in time and space.

When proving Theorem 2.3.29, we will need to use Jensen-Ishii’s lemma for
a test function which is more general than (2ε)−1|x − y|2. Such a result can be
found in [CIL92].

Lemma 2.3.30 (Jensen-Ishii’s lemma - II). Let U and V be two open sets of Rd
and I an open interval of R. Consider also a bounded subsolution u of (2.3.2) in
I × U and a bounded supersolution v of (2.3.2) in I × V . Assume that u(t, x) −
v(t, y) − ϕ(x − y) reaches a local maximum at (t0, x0, y0) ∈ I × U × V . Letting
p denote Dϕ(x0 − y0), for all β > 0 such that βZ < I, there exists τ ∈ R and
X,Y ∈ Sd such that

(τ, p,X) ∈ P+
u(t0, x0), (τ, p, Y ) ∈ P−

v(t0, y0)

− 2

β

(
I 0
0 I

)
≤
(
X 0
0 −Y

)
≤
(
Zβ −Zβ
−Zβ Zβ

)
(2.3.15)

where Z = D2ϕ(x0 − y0) and Zβ = (I − βZ)−1Z.

We can now turn to the proof of Theorem 2.3.29.

Proof of Theorem 2.3.29. We first prove that u is Hölder continuous with respect
to x. Without loss of generality, we can assume that Q is bounded. We would
like to prove that for all X0 = (t0, x0) ∈ Q and (t, x), (t, y) ∈ Q,

u(t, x) − u(t, y) ≤ L1|x− y|α + L2|x− x0|2 + L2(t− t0)
2

for L1 = L1(X0) and L2 = L2(X0) large enough. We thus consider

M = sup
(t,x),(t,y)∈Q

{u(t, x) − u(t, y) − ϕ(x− y) − Γ(t, x)}

with ϕ(z) = L1|z|α and Γ(t, x) = L2|x − x0|2 + L2(t − t0)
2 and we argue by

contradiction: we assume that for all α ∈ (0, 1), L1 > 0, L2 > 0, we have M > 0.
Since Q is bounded, M is reached at a point denoted by (t̄, x̄, ȳ). The fact

that M > 0 implies first that x̄ ̸= ȳ. It also implies |x̄− ȳ| ≤
(
2|u|0,Q
L1

) 1
α

=: A < d(X0, ∂Q),

|X̄ −X0| <
√

2|u|0,Q
L2

=: R2 ≤ d(X0,∂Q)
2

(2.3.16)
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if L1 and L2 are chosen so that

L1 >
2|u|0,Q

(d(X0, ∂Q))α
, L2 ≥

8|u|0,Q
(d(X0, ∂Q))2

.

In particular we have x̄, ȳ ∈ Ω. We next apply Jensen-Ishii’s Lemma 2.3.30 to
ũ(t, x) = u(t, x) − Γ(t, x) and v(s, y). Then there exists τ ∈ R and X,Y ∈ Sd
such that

(τ + 2L2(t̄− t0), p̄+ 2L2(x̄− x0), X + 2L2I) ∈ P+
u(t̄, x̄), (τ, p̄, Y ) ∈ P−

u(t̄, ȳ)

where p̄ = Dϕ(x̄− ȳ) and Z = D2ϕ(x̄− ȳ) and (2.3.15) holds true. In particular,
X ≤ Y . We can now write the two viscosity inequalities

2L2(t̄− t0) + τ +H(x̄, p̄+ 2L2(x̄− x0)) ≤ trace(A(x̄)(X + 2L2I))

τ +H(ȳ, p̄) ≥ trace(A(ȳ)Y )

and combine them with (2.3.16) and (2.3.14) to get

− CL2 ≤ 2L2(t̄− t0) ≤ c(ȳ)|p̄| − c(x̄)|p̄+ 2L2(x̄− x0)|
+ CL2 + trace(A(x̄)X) − trace(A(ȳ)Y ). (2.3.17)

We next estimate successively the difference of first order terms and the difference
of second order terms. As far as first order terms are concerned, we use that c is
bounded and Lipschitz continuous and (2.3.16) to get

c(ȳ)|p̄| − c(x̄)|p̄+ 2L2(x̄− x0)| ≤ C|x̄− ȳ||p̄| + CL2|x̄− x0|
≤ C|x̄− ȳ||p̄| + CL2. (2.3.18)

As far as second order terms are concerned, we use (2.3.14) to get

trace(A(x̄)X) − trace(A(ȳ)Y ) ≤ trace(A(x̄)(X − Y )) + trace((A(x̄) −A(ȳ))Y )

≤ λ trace(X − Y )

+
∑
i

(σ(x̄)Y σ(x̄)ei · ei − σ(ȳ)Y σ(ȳ)ei · ei)

≤ λ trace(X − Y ) + C∥Y ∥|x̄− ȳ|.

We should next estimate |p̄|, trace(X−Y ) and ∥Y ∥. In order to do so, we compute
Dϕ and D2ϕ. It is convenient to introduce the following notation

a = x̄− ȳ, â =
a

|a|
, ε = |a|.

p̄ = Dϕ(a) = L1α|a|α−2a (2.3.19)

Z = D2ϕ(a) = L1α(|a|α−2I + (α− 2)|a|α−4a⊗ a)

= γ−1(I − (2 − α)â⊗ â). (2.3.20)
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with γ = (L1α)−1ε2−α. The reader can remark that if one chooses β = γ/2, then

Zβ = (I − βZ)−1Z =
2

γ

(
I − 2

2 − α

3 − α
â⊗ â

)
. (2.3.21)

Since Y is such that − 1
β I ≤ −Y ≤ Zβ, we conclude that

∥Y ∥ ≤ 2

γ
.

We next remark that (2.3.15) and (2.3.21) imply that all the eigenvalues of X−Y
are non-positive and that one of them is less than

4Zβ â · â = −8

γ

1 − α

3 − α
.

Hence

trace(X − Y ) ≤ −8

γ

1 − α

3 − α
.

Finally, second order terms are estimated as follows

trace(A(x̄)X) − trace(A(ȳ)Y ) ≤ −C
γ

+ C
ε

γ
≤ − C

2γ
(2.3.22)

(choosing L1 large enough so that ε ≤ 1/2). Combining now (2.3.17), (2.3.18)
and (2.3.22) and recalling the definition of γ and ε, we finally get

−CL2 ≤ Cεα − CL1

ε2−α
≤ C

L1
− CL

2
α
1 .

Since L2 is fixed, it is now enough to choose L1 large enough to get the desired
contradiction. The proof is now complete. �

2.4 Harnack inequality

In this section, we consider the following special case of (2.3.2)

∂u

∂t
+ F (D2u) = f (2.4.1)

for some uniformly elliptic nonlinearity F (see below for a definition) and some
continuous function f . The goal of this section is to present and prove the Harnack
inequality (Theorem 2.4.35). This result states that the supremum of a non-
negative solution of (2.4.1) can be controlled from above by its infimum times a
universal constant plus the Ld+1-norm of the right hand side f .

We will see that it is easy to derive the Hölder continuity of solutions from
the Harnack inequality, together with an estimate of the Hölder semi-norm.
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The Harnack inequality is a consequence of both the Lε-estimate (Theo-
rem 2.4.15) and of the local maximum principle (Proposition 2.4.34). Since this
local maximum principle is a consequence of the Lε-estimate, the heart of the
proof of the Harnack inequality thus lies in proving that a (small power of) non-
negative supersolution is integrable, see Theorem 2.4.15 below.

The proof of the Lε estimate relies on various measure estimates of the solu-
tion. These estimates are obtained through the use a maximum principle due to
Krylov in the parabolic case.

The proof of the Lε estimate also involves many different sets, cylinders and
cubes. The authors are aware of the fact that it is difficult to follow the corre-
sponding notation. Some pictures are provided and the authors hope they are
helpful with this respect.

Pucci’s operators.

Given ellipticity constants 0 < λ ≤ Λ, we consider

P+(M) = sup
λI≤A≤ΛI

{− trace(AM)},

P−(M) = inf
λI≤A≤ΛI

{− trace(AM)}.

Some model fully nonlinear parabolic equations are

∂u

∂t
+ P+(D2u) = f, (2.4.2)

∂u

∂t
+ P−(D2u) = f. (2.4.3)

Remark that those nonlinear operators only depend on ellipticity constants λ,Λ
and dimension d. They are said universal. Similarly, constants are said universal
if they only depend on λ,Λ and d.

Uniform ellipticity.

Throughout the remaining of this section, we make the following assumptions on
F : for all X,Y ∈ Sd and (t, x) ∈ (a, b) × Ω,

P−(X − Y ) ≤ F (X) − F (Y ) ≤ P+(X − Y ).

This condition is known as the uniform ellipticity of F . Remark that this con-
dition implies in particular that F is degenerate elliptic in the sense of Para-
graph 2.3.1.1 (see Condition 2.3.3).

2.4.1 A maximum principle

In order to state and prove the maximum principle, it is necessary to define first
the parabolic equivalent of the convex envelope of a function, which we will refer
to as the monotone envelope.



2.4. HARNACK INEQUALITY 39

2.4.1.1 Monotone envelope of a function

Definition 2.4.1 (Monotone envelope). If Ω is a convex set of Rd and (a, b) is
an open interval, then the monotone envelope of a lower semi-continous function
u : (a, b) × Ω → R is the largest function v : (a, b) × Ω → R lying below u which
is non-increasing with respect to t and convex with respect to x. It is denoted by
Γ(u).

Combining the usual definition of the convex envelope of a function with
the non-increasing envelope of a function of one real variable, we obtain a first
representation formula for Γ(u).

Lemma 2.4.2 (Representation formula - I).

Γ(u)(t, x) = sup{ξ · x+ h : ξ · x+ h ≤ u(s, x) for all s ∈ (a, t], x ∈ Ω}.

The set where Γ(u) coincides with u is called the contact set ; it is denoted by
Cu. The following lemma comes from convex analysis, see e.g. [HUL].

Lemma 2.4.3. Consider a point (t, x) in the contact set Cu of u. Then ξ ·x+h =
Γ(u)(t, x) if and only if ξ lies in the convex subdifferential ∂u(t, x) of u(t, ·) at x
and −h equals the convex conjugate u∗(t, x) of u(t, ·) at x.

Recall that a convex function is locally Lipschitz continuous and in particular
a.e. differentiable, for a.e. contact points, (ξ, h) = (Du(t, x), u(t, x)−x·Du(t, x)).
This is the reason why we next consider for (t, x) ∈ (a, b)×Ω the following function

G(u)(t, x) = (Du(t, x), u(t, x) − x ·Du(t, x)).

The proof of the following elementary lemma is left to the reader.

Lemma 2.4.4. If u is C1,1 with respect to x and Lipschitz continuous with respect
to t, then the function G : (a, b)×Ω → Rd+1 is Lipschitz continuous in (t, x) and
for a.e. (t, x) ∈ (a, b) × Ω,

detDt,xG(u) = ut detD2u.

We now give a second representation formula for Γ(u) which will help us next
to describe viscosity subdifferentials of the monotone envelope (see Lemma 2.4.6
below).

Lemma 2.4.5 (Representation formula - II).

Γ(u)(t, x) = inf

{ d+1∑
i=1

λiu(si, xi) :
d+1∑
i=1

λixi = x, si ∈ [a, t],

d+1∑
i=1

λi = 1, λi ∈ [0, 1]

}
. (2.4.4)
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In particular, if

Γ(u)(t0, x0) =

d+1∑
i=1

λiu(t0i , x
0
i ),

then

• for all i = 1, . . . , d+ 1, Γ(u)(ti, xi) = u(ti, xi);

• Γ(u) is constant with respect to t and linear with respect to x in the convex
set co{(t, x0i ), (t

0
i , x

0
i ), i = 1, . . . d+ 1}.

Proof. Let Γ̃(u) denote the function defined by the right hand side of (2.4.4).
First, we observe that Γ̃(u) lies below u and is non-increasing with respect to t
and convex with respect to x. Consider now another function v lying below u
which is non-increasing with respect to t and convex with respect to x. We then
have

u(t, x) ≥ Γ̃(u)(t, x) ≥ Γ̃(v)(t, x) ≥ v(t, x).

The proof is now complete. � We next introduce the notion of harmonic sum of

matrices. For A1, A2 ∈ Sd such that A1 +A2 ≥ 0, we consider

(A1�A2)ζ · ζ = inf
ζ1+ζ2=ζ

{A1ζ1 · ζ1 +A2ζ2 · ζ2}.

The reader can check that if A1 and A2 are not singular, A1�A2 = (A−1
1 +A−1

2 )−1.
We can now state and prove

Lemma 2.4.6. Let (α, p,X) ∈ P−Γ(u)(t0, x0) and

Γ(u)(t0, x0) =

d+1∑
i=1

λiu(t0i , x
0
i ). (2.4.5)

Then for all ε > 0 such that I + εX > 0, there exist (αi, Xi) ∈ (−∞, 0] × Sd,
i = 1, . . . , d+ 1, such that

(αi, p,Xi) ∈ P−
u(t0i , x

0
i )∑d+1

i=1 λiαi = α

Xε ≤ λ−1
1 X1� · · ·�λ−1

d+1Xd+1

(2.4.6)

where Xε = X�ε−1I = (I + εX)−1X.

Proof. We first define for two arbitrary functions v, w : Rd → R,

v
x
� w(x) = inf

y∈Rd
v(x− y) + w(y).

For a given function v : [0,+∞) × Rd → R, we also consider the non-increasing
envelope M [v] of v:

M [v](t, x) = inf
s∈[0,t]

v(s, x).
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We now can write
Γ(u)(t, x) =

x
�

1≤i≤d+1
M [ui](t, x)

where

ui(t, x) = λiu

(
t,
x

λi

)
.

Consider also t0i ∈ [0, t0] such that

M [ui](t0, x
0
i ) = ui(t

0
i , x

0
i ) = λiu

(
t0i ,

x0i
λi

)
.

Lemma 2.4.6 is a consequence of the two following ones.

Lemma 2.4.7. Consider (α, p,X) ∈ P−V (t0, x0) where

V (t, x) =
x
�

1≤i≤d+1
vi(t, x)

V (t0, x0) =

d+1∑
i=1

vi(t0, x
0
i ).

Then for all ε > 0 such that I + εX > 0, there exist (βi, Yi) ∈ R × Sd such that
we have

(βi, p, Yi) ∈ P−
vi(t0, x

0
i )

d+1∑
i=1

βi = α

Xε ≤ �d+1
i=1 Yi.

Proof. We consider a test function ϕ touching V from below at (t0, x0) such that

(α, p,X) = (∂tϕ,Dϕ,D
2ϕ)(t0, x0).

We write for (t, xi) in a neighborhood of (t0, x
0
i ),

ϕ(t,

d+1∑
i=1

xi) − ϕ(t0,

d+1∑
i=1

x0i ) ≤
d+1∑
i=1

vi(t, xi) −
d+1∑
i=1

vi(t0, x
0
i ).

Following [ALL97, Imb06], we conclude through Jensen-Ishii’s lemma for d + 1
functions and general test functions (see Lemma 2.5.6 in Appendix) that for all
ε > 0 such that dεX < I, there exist (βi, Yi) ∈ R× Sd, i = 1, . . . , d+ 1 such that

(βi, p, Yi) ∈ P−
vi(t0, x

0
i )

d+1∑
i=1

βi = α
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and X . . . X
...

. . .
...

X . . . X


ε

≤


Y1 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0
0 . . . 0 Yd+1


where, for any matrix A, Aε = (I + εA)−1A. A small computation (presented
e.g. in [Imb06, p.796]) yields that the previous matrix inequality is equivalent to
the following one

Xdεζ · ζ ≤
d+1∑
i=1

Yiζi · ζi

where ζ =
∑d+1

i=1 ζi. Taking the infimum over decompositions of ζ, we get the
desired matrix inequality. �

Lemma 2.4.8. Consider s1 ∈ [0, s0] such that

M [v](s0, y0) = v(s1, y0).

Then for all (β, q, Y ) ∈ P−M [v](s0, y0),

(β, q, Y ) ∈ P−v(s1, y0) and β ≤ 0.

Proof. We consider the test function ϕ associated with (β, q, Y ) and we write for
h and δ small enough

ϕ(s0 + h, y0 + δ) − ϕ(s0, y0) ≤M [v](s0 + h, y0 + δ) −M [v](s0, y0)

≤ v(s1 + h, y0 + δ) − v(s1, y0).

This implies (β, q, Y ) ∈ P−v(s1, y0). Moreover, choosing δ = 0, we get

ϕ(s0 + h, y0) ≤ ϕ(s0, y0)

and β ≤ 0 follows. � The proof is now complete. �

2.4.1.2 Statement

The following result is the first key result in the theory of regularity of fully
nonlinear parabolic equations. It is the parabolic counterpart of the famous
Alexandroff estimate, also called Alexandroff-Bakelman-Pucci (ABP) estimate,
see [CafCab] for more details about this elliptic estimate. The following one was
first proved for linear equations by Krylov [Kryl76] and then extended by Tso
[Tso85]. The following result appears in [Wang92a].
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Theorem 2.4.9 (Maximum principle). Consider a supersolution of (2.4.2) in
Qρ = Qρ(0, 0) such that u ≥ 0 on ∂p(Qρ). Then

sup
Qρ

u− ≤ Cρ
d

d+1

(∫
u=Γ(u)

(f+)d+1

) 1
d+1

(2.4.7)

where C is universal and Γ(u) is the monotone envelope of min(0, u) extended by
0 to Q2ρ.

Remark 2.4.10. This is a maximum principle since, if f ≥ 0, then u cannot
take negative values.

Proof. We prove the result for ρ = 1 and the general one is obtained by consid-
ering v(t, x) = u(ρ2t, ρx). Moreover, replacing u with min(0, u) and extending it
by 0 in Q2 \Q1, we can assume that u = 0 on ∂pQ1 and u ≡ 0 in Q2 \Q1.

We are going to prove the three following lemmas.

Lemma 2.4.11. The function Γ(u) is C1,1 with respect to x and Lipschitz con-
tinuous with respect to t in Q1. In particular, GΓ(u) := G(Γ(u)) is Lipschitz
continuous with respect to (t, x).

The second part of the statement of the previous lemma is a consequence
of Lemma 2.4.4 above. We will prove the previous lemma together with the
following one.

Lemma 2.4.12. The partial derivatives (∂tΓ(u), D2Γ(u)) satisfy for a.e. (t, x) ∈
Q1 ∩ Cu,

−∂tΓ(u) + λ∆(Γ(u)) ≤ f+(x)

where Cu = {u = Γ(u)}.

The key lemma is the following one.

Lemma 2.4.13. If M denotes supQ1
u−, then

{(ξ, h) ∈ Rd+1 : |ξ| ≤M/2 ≤ −h ≤M} ⊂ GΓ(u)(Q1 ∩ Cu)

where Cu = {u = Γ(u)}.

Before proving these lemmas, let us derive the conclusion of the theorem.
Using successively Lemma 2.4.13, the area formula for Lipschitz maps (thanks to
Lemma 2.4.11) and Lemma 2.4.4, we get

CMd+1 = |{(ξ, h) ∈ Rd+1 : |ξ| ≤M/2 ≤ −h ≤M}|
≤ |GΓ(u)(Q1 ∩ Cu)|

≤
∫
Q1∩Cu

| detGΓ(u)|

≤
∫
Q1∩Cu

−∂tΓ(u) det(D2Γ(u)).
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Now using the geometric-arithmetic mean inequality and Lemma 2.4.12, we get

CMd+1 ≤ λ−d
∫
Q1∩Cu

−∂tΓ(u) det(λD2Γ(u))

≤ 1

λd(d+ 1)d+1

∫
Q1∩Cu

(−∂tΓ(u) + λ∆(Γ(u))d+1

≤ C

∫
Q1∩Cu

(f+)d+1

where C’s are universal. � We now turn to the proofs of Lemmas 2.4.11, 2.4.12

and 2.4.13.

Proof of Lemmas 2.4.11 and 2.4.12. In order to prove that Γ(u) is Lipschitz con-
tinuous with respect to t and C1,1 with respect to x, it is enough to prove that
there exists C > 0 such that

∀(t, x) ∈ Q2, ∀(α, p,X) ∈ P−Γ(u)(t, x),

{
−α ≤ C
X ≤ CI.

(2.4.8)

Indeed, since Γ(u) is non-increasing with respect to t and convex with respect to
x, (2.4.8) yields that Γ(u) is Lipschitz continuous with respect to t and C1,1 with
respect to x. See Lemma 2.5.8 in Appendix for more details.

In order to prove (2.4.8), we first consider (α, p,X) ∈ P−Γ(u)(t, x) such that
X ≥ 0. Recall (cf. Lemma 2.4.6 above) that α ≤ 0. We then distinguish two
cases.

Assume first that Γ(u)(t, x) = u(t, x). In this case, (α, p,X) ∈ P−u(t, x) and
since u is a supersolution of (2.4.2), we have

α− λ trace(X) = α+ P+(X) ≥ f(x) ≥ −C

where C = |f |0;Q1 . Hence, we get (2.4.8) sinceX ≥ 0 implies thatX ≤ trace(X)I.

We also remark that the same conclusion holds true if (α, p,X) ∈ P−
Γ(u)(t, x)

such that X ≥ 0.

Assume now that Γ(u)(t, x) < u(t, x). In this case, there exist λi ∈ [0, 1],
i = 1, . . . , d + 1, and xi ∈ Q2, i = 1, . . . , d + 1, such that (2.4.5) holds true with
(t0, x0) and (t0i , x

0
i ) replaced with (t, x) and (ti, xi). If (ti, xi) ∈ Q2 \ Q1 for two

different i’s, then Lemma 2.4.5 implies that M = 0 which is false. Similarly,
ti > −1 for all i. Hence, there is at most one index i such that (ti, xi) ∈ Q2 \Q1

and in this case (ti, xi) ∈ ∂pQ2 and ti > −1. In particular, |xi| = 2. We thus
distinguish two subcases.

Assume first that (td+1, xd+1) ∈ ∂pQ2 with td+1 > −1 and (ti, xi) ∈ Q1 for
i = 1, . . . , d. In particular |xd+1| = 2 and since x ∈ Q1, we have λd+1 ≤ 2

3 . This
implies that there exists λi such that λi ≥ (3d)−1. We thus can assume without
loss of generality that λ1 ≥ (3d)−1. Then from Lemma 2.4.6, we know that for
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all ε > 0 such that I + εX > 0, there exist (αi, Xi) ∈ R × Sd, i = 1, . . . , d + 1
such that (2.4.6) holds true. In particular,

Xε ≤
1

λ1
X1 ≤ 3dX1.

Since (α1, p,X1) ∈ P−
u(ti, xi) and Γ(u)(t1, x1) = u(t1, x1), we know from the

discussion above that X1 ≤ CI. Hence for all ε small enough,

Xε ≤ 3dCI.

Letting ε → 0 allows us to conclude that X ≤ 3dCI in the first subcase. As far
as α is concerned, we remark that αd+1 = 0 and −αi ≤ C for all i = 1, . . . , d+ 1
so that

−α =
d+1∑
i=1

λi(−αi) ≤ C.

Assume now that all the points (ti, xi), i = 1, . . . , d + 1, are in Q1. In this case,
we have for all i that −αi ≤ C and Xi ≤ CI which implies

−α =

d+1∑
i=1

λi(−αi) ≤ C,

Xε ≤ �d+1
i=1 λ

−1
i CI = CI.

We thus proved (2.4.8) in all cases where X ≥ 0. Consider now a general
subdifferential (α, p,X) ∈ P−Γ(u)(t, x). We know from Lemma 2.5.9 in Appendix
that there exists a sequence (αn, pn, Xn) such that

(αn, pn, Xn) ∈ P−Γ(u)(tn, xn)

(tn, xn, αn, pn) → (t, x, α, p)

X ≤ Xn + on(1), Xn ≥ 0.

From the previous discussion, we know that

α = αn + on(1) ≤ (C + 1)

X ≤ Xn + on(1) ≤ (C + 1)I

for all n. The proof is now complete. �

Proof of Lemma 2.4.13. The supersolution u ≤ 0 is lower semi-continuous and
the minimum −M < 0 in Q2 is thus reached at some (t0, x0) ∈ Q1 (since u ≡ 0
outside Q1). Now pick (ξ, h) such that

|ξ| ≤M/2 ≤ −h ≤M.
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We consider P (y) = ξ · y + h. We remark that P (y) < 0 for y ∈ Q1, hence
P (y) < u(0, y) in Q1. Moreover, since |x0| < 1,

P (x0) − u(t0, x0) = ξ · x0 + h+M > h− |ξ| +M ≥ 0

hence supy∈Q2
(P (y) − u(t0, y)) ≥ 0. We thus choose

t1 = sup{t ≥ 0 : ∀s ∈ [0, t], sup
Q2

(P (y) − u(s, y)) < 0}.

We have 0 ≤ t1 ≤ t0 and

0 = sup
Q2

(P (y) − u(t1, y)) = P (y1) − u(t1, y1).

In particular, ξ = Du(t1, y1) and h = u(t1, x1) − ξ · x1, that is to say, (ξ, h) =
G(u)(t1, y1) with (t1, y1) ∈ Cu. �

2.4.2 The Lε-estimate

This subsection is devoted to the important “Lε estimate” given in Theorem 2.4.15.
This estimate is sometimes referred to as the weak Harnack inequality.

Theorem 2.4.15 claims that the Lε-“norm” in a neighbourhood K̃1 of (0, 0) of
a non-negative (super-)solution u of the model equation (2.4.2) can be controlled
by its infimum over a neighbourhood K̃2 of (1, 0) plus the Ld+1-norm of f .

Remark 2.4.14. Since ε can be smaller than 1, the integral of uε is in fact not
the (ε-power of) a norm.

We introduce the two neighbourhoods mentioned above.

K̃1 = (0, R2/2) × (−R,R)d,

K̃2 = (1 −R2, 1) × (−R,R)d.

K1K̃1

K̃2

Theorem 2.4.15 (Lε estimate). There exist universal positive constants R, C
and ε, such that for all non-negative supersolution u of

∂u

∂t
+ P+(D2u) ≥ f in (0, 1) ×B 1

R
(0),

the following holds true(∫
K̃1

uε
) 1

ε

≤ C(inf
K̃2

u+ ∥f∥Ld+1((0,1)×B 1
R
(0))). (2.4.9)
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The proof of this theorem is difficult and lengthy; this is the reason why we
explain the main steps of the proof now.

First, one should observe that it is possible to assume without loss of generality
that infK̃2

u ≤ 1 and ∥f∥Ld+1((0,1)×B 1
R
(0)) ≤ ε0 (for some universal constant ε0 to

be determined) and to prove ∫
K̃1

uε(t, x)dx ≤ C

where ε > 0 and C > 0 are universal. We recall that a constant is said to be
universal if it only depends on ellipticity constants λ and Λ and dimension d.
Getting such an estimate is equivalent to prove that

|{u > t} ∩ K̃1| ≤ Ct−ε

(see page 59 for more details). To get such a decay estimate, it is enough to prove
that

|{u > Nk} ∩ K̃1| ≤ CN−kε

for some universal constant N > 1. This inequality is proved by induction thanks
to a covering lemma (see Lemma 2.4.27 below). This amounts to cut the set
{u > Nk} ∩ K̃1 in small pieces (the dyadic cubes) and make sure that the pieces
where u is very large (u ≥ t, t≫ 1) have small measures.

This will be a consequence of a series of measure estimates obtained from
a basic one. The proof of the basic measure estimate is a consequence of the
maximum principle proved above and the construction of an appropriate barrier
we will present soon. But we should first introduce the parabolic cubes we will
use in the decomposition. We also present the choice of parameters we will make.

2.4.2.1 Parabolic cubes and choice of parameters

We consider the following subsets of Q1(1, 0).

K1 = (0, R2) × (−R,R)d,

K2 = (R2, 10R2) × (−3R, 3R)d,

K3 = (R2, 1) × (−3R, 3R)d.

The constant R will be chosen as follows

R = min

(
1

3
√
d
, 3 − 2

√
2,

1√
10(m+ 1)

)
(2.4.10)

where m will be chosen in a universal way in the proof of the Lε estimate.
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2.4.2.2 A useful barrier

The following lemma will be used to derive the basic measure estimate. This
estimate is the cornerstone of the proof of the Lε estimate.

Lemma 2.4.16. For all R ∈ (0,min((3
√
d)−1, (10)−1/2)), there exists a nonnega-

tive Lipschitz function ϕ : Q1(1, 0) → R, C2 with respect to x where it is positive,
such that

∂ϕ

∂t
+ P+(D2ϕ) ≤ g

for some continuous bounded function g : Q1(1, 0) → R and such that

supp g ⊂ K1

ϕ ≥ 2 in K3

ϕ = 0 in ∂pQ1(1, 0).

Remark 2.4.17. Recall that

K1 = (0, R2) × (−R,R)d,

K2 = (R2, 10R2) × (−3R, 3R)d,

K3 = (R2, 1) × (−3R, 3R)d.

t

x ∈ B1

Q1
K1

K2

K3

The proof of the lemma above consists in constructing the function ϕ more
or less explicitly. It is an elementary computation. However, it is an important
feature of non divergence type equations that this type of computations can be
made. Consider in contrast the situation of parabolic equations with measurable
coefficients in divergence form. For that type of equations, a result like the one
of Lemma 2.4.16 would be significantly harder to obtain.

Proof. We will construct a function φ which solves the equation

φt + P+(D2φ) ≤ 0 (2.4.11)

in the whole cylinder Q1(1, 0), such that φ is positive and unbounded near (0, 0)
but φ = 0 in ∂pQ1(1, 0) away from (0, 0), and moreover φ > 0 in K2. Note that
if the equation were linear, φ could be its heat kernel in the cylinder. Once we
have this function φ, we obtain ϕ simply by taking

ϕ(t, x) = 2
φ(t, x)

minK2 φ
for (t, x) ∈ \K1,

and making ϕ equal any other smooth function in K1 which is zero on {t = 0}.
We now construct this function φ. We will provide two different formulas for

φ(t, x). The first one will hold for t ∈ (0, T ) for some T ∈ (0, 1). Then the second
formula provides a continuation of the definition of φ on [T, 1].
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For some constant p > 0 and a function Φ : Rd → R, we will construct the
function φ in (0, T ) with the special form

φ(t, x) = t−pΦ

(
x√
t

)
.

Let us start from understanding what conditions Φ must satisfy in order for
φ to be a subsolution to the equation (2.4.11).

0 ≥ φt + P+(D2φ) = t−1−p
(
− pΦ

(
x√
t

)
− 1

2

x√
t
· ∇Φ

(
x√
t

)
+ P+(D2Φ)

(
x√
t

))
.

Therefore, we need to find a function Φ : Rd → R and some exponent p such that

−pΦ(x) − 1

2
x · ∇Φ(x) + P+(D2Φ)(x) ≤ 0. (2.4.12)

For some large exponent q, we choose Φ like this

Φ(x) =


something smooth and bounded between 1 and 2 if |x| ≤ 3

√
d,

(6
√
d)q(2q − 1)−1

(
|x|−q − (6

√
d)−q

)
if 3

√
d ≤ |x| ≤ 6

√
d,

0 if |x| ≥ 6
√
d.

For 3
√
d < |x| < 6

√
d, we compute explicitly the second and third terms in

(2.4.12),

−1

2
x · ∇Φ(x) = (6

√
d)q(2q − 1)−1 q

2
|x|−q

P+(D2Φ)(x) = (6
√
d)q(2q − 1)−1q(Λ(d− 1) − λ(q + 1))|x|−q−2.

By choosing q large enough so that λ(q + 1) > Λ(d− 1) + 18d, we get that

−1

2
x · ∇Φ(x) + P+Φ(x) ≤ 0.

In order for the equation (2.4.12) to hold in B3
√
d, we just have to choose the

exponent p large enough, since at those points Φ ≥ 1. Furthermore, since Φ ≥ 0
everywhere and Φ = 0 outside B6

√
d, then the inequality (2.4.12) holds in the full

space Rd in the viscosity sense.
Since Φ is supported inB6

√
d, then φ = 0 on (0, T )×∂B1, for T = (36d)−1.Thus,

φ = 0 on the lateral boundary (0, T ) × ∂B1. Moreover,

lim
t→−1

φ(t, x) = 0,

uniformly in B1 \Bε for any ε > 0.
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We have provided a value of φ up to time T ∈ (0, 1). In order to continue φ
in [T, 1] we can do the following. Observe that by the construction of Φ, we have
P+(D2φ(T, x)) ≤ 0 for x ∈ B1 \B1/2 and φ(x, T ) ≥ T−p for x ∈ B1/2. Therefore,
let

C = sup
x∈B1

P+(D2φ(T, x))

φ(T, x)
< +∞,

then we define φ(t, x) = e−C(t−T )φ(T, x) for all t > T , which is clearly a positive
subsolution of (2.4.11) in (T, 1] ×B1 with φ = 0 on [T, 1] × ∂B1.

The constructed function φ vanishes only on the set {(t, x) : t < T and |x| ≥
6
√
dt}. Since the set K3 = (R2, 1)× (−3R, 3R)d has no intersection with this set,

then

inf
K3

φ > 0.

This is all that was needed to conclude the proof. �

2.4.2.3 The basic measure estimate

As in the elliptic case, the basic measure estimate is obtained by combining
the maximum principle of Theorem 2.4.9 and the barrier function constructed
in Lemma 2.4.16. For the following proposition, we use the notation from Re-
mark 2.4.17.

Proposition 2.4.18 (Basic measure estimate). There exist universal constants
ε0 ∈ (0, 1), M > 1 and µ ∈ (0, 1) such that for any non-negative supersolution of

t

x ∈ B1

Q1(1, 0)K1

K2

K3

∂u

∂t
+ P+(D2u) ≥ f in Q1(1, 0),

the following holds true: if{
infK3 u ≤ 1

∥f∥Ld+1(Q1(1,0)) ≤ ε0

then

|{u ≤M} ∩K1| ≥ µ|K1|.

Remark 2.4.19. Since K2 ⊂ K3, the result also holds true if infK3 u is replaced
with infK2 u. This will be used in order to state and prove the stacked measure
estimate.

Remark 2.4.20. If u is a non-negative supersolution of

∂u

∂t
+ P+(D2u) ≥ f in (0, T ) ×B1,
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for some T ∈ (R2, 1), we still get

inf(R2,T )×(−3R,3R)d u ≤ 1

∥f∥Ld+1((0,T )×B1) ≤ ε0

}
⇒ |{u ≤M} ∩K1| ≥ µ|K1|.

x ∈ B1

t

K1

K2

Q1(1, 0)

The reason is that such a solution could be extended to Q1(1, 0) (for example
giving any boundary condition on (T, 1)×∂B1 and making f quickly become zero
for t > T ), and then Proposition 2.4.18 can be applied to this extended function.
This remark will be useful when getting the “stacked” measure estimate in the
case where the stack of cubes reaches the final time.

Proof. Consider the function w = u − ϕ where ϕ is the barrier function from
Lemma 2.4.16. Then w satisfies (in the viscosity sense)

∂w

∂t
+ P+(D2w) ≥ ∂u

∂t
+ P+(D2u) − ∂ϕ

∂t
− P+(D2ϕ) ≥ f − g.

Remark also that

• w ≥ u ≥ 0 on ∂pQ1(1, 0);

• infK3 w ≤ infK3 u− 2 ≤ −1 so that supK3
w− ≥ 1;

• {Γ(w) = w} ⊂ {w ≤ 0} ⊂ {u ≤ ϕ}.

We recall that Γ(w) denotes the monotone envelope of min(w, 0) extended by 0
to Q2(1, 0). We now apply the maximum principle (Theorem 2.4.9) and we get

1 ≤ sup
K3

w− ≤ sup
Q1

w− ≤ Cmax∥f∥Ld+1(Q1(1,0)) + Cmax

(∫
{u≤ϕ}

|g|d+1

) 1
d+1

.

Remember now that supp g ⊂ K1 and get

1 ≤ Cmaxε0 + Cmax|{u ≤M} ∩K1|

with M > max(supK1
ϕ, 1). Choose now ε0 so that Cmaxε0 ≤ 1/2 and get the

result with µ = 1
1+2Cmax|K1| . The proof is now complete. �
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Corollary 2.4.21 (Basic measure estimate scaled). For the same constants ε0,
M and µ of Proposition 2.4.18 and any x0 ∈ Rd, t0 ∈ R and h > 0, consider any
nonnegative supersolution of

∂u

∂t
+ P+(D2u) ≥ f in (t0, x0) + ρQ1(1, 0).

If

∥f∥Ld+1((t0,x0)+ρQ1(0,1) ≤ ε0
h

Mρd/(d+1)

then

|{u > h}∩{(t0, x0) +ρK1}| > (1−µ)|(t0, x0) +ρK1| ⇒ u >
h

M
in (t0, x0) +ρK3.

Here, we recall that by ρK we mean {(ρ2t, ρx) : (t, x) ∈ K}.

Remark 2.4.22. As in Remark 2.4.20, (t0, x0)+ρ(0, 1)×B 1
R

(0) can be replaced

with (t0, x0) + ρ(0, T ) ×B1(0) for any T ∈ (0, 1).

Proof. We consider the scaled function

v(t, x) = Mh−1u(t0 + ρ2t, x0 + ρx).

This function solves the equation

∂v

∂t
+ P+(D2v) ≥ f̃ in Q1(1, 0)

where f̃(t, x) = Mh−1ρ2f(t0 + ρ2t, x0 + ρx). Note that

∥f̃∥Ld+1(Q1(1,0)) = Mh−1ρd/(d+1)∥f∥Ld+1((t0,x0)+ρQ1(1,0)) ≤ ε0.

We conclude the proof applying Proposition 2.4.18 to v. �

2.4.2.4 Stacks of cubes

Given ρ ∈ (0, 1), we consider for all k ∈ N, k ≥ 1,

K
(k)
2 = (αkR

2, αk+1R
2) × (−3kR, 3kR)d

where αk =
∑k−1

i=0 9i = 9k−1
8 .

The first stack of cubes that we can consider is the following one

∪k≥1K
(k)
2 .

This stack is obviously not contained in Q1(1, 0) since time goes to infinity. It can
spill out of Q1(1, 0) either on the lateral boundary or at the final time t = 1. We
are going to see that at the final time, the “x-section” is contained in (−3, 3)d.
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We consider a scaled version of K1 included in K1 and we stack the corre-
sponding K

(k)
2 ’s. The scaled versions of K1, K2 and K

(k)
2 are

ρK1 = (0, ρ2R2) ×BρR(0),

ρK2 = (ρ2R2, 10ρ2R2) ×BρR(0),

ρK
(k)
2 = (αkρ

2R2, αk+1ρ
2R2) × (−3kρR, 3kρR)d.

We now consider
L1 = (t0, x0) + ρK1 ⊂ K1

and
L
(k)
2 = (t0, x0) + ρK

(k)
2 .

Lemma 2.4.23 (Stacks of cubes). Choose R ≤ min(3 − 2
√

2,
√

2
5) = 3 − 2

√
2.

For all L1 = (t0, x0) + ρK1 ⊂ K1, we have

K̃2 ⊂
(
∪k≥1L

(k)
2

)
∩ (0, 1) × (−3, 3)d =

(
∪k≥1L

(k)
2

)
∩ {0 < t < 1}.

In particular, if moreover R ≤ (3
√
d)−1,(

∪k≥1L
(k)
2

)
⊂ (0, 1) ×B 1

R
(0).

Moreover, the first k∗ = k such that L
(k+1)
2 ∩ {t = 1} = ∅ satisfies

ρ2R2 ≤ 1

αk∗
.

(t0, x0)

(t0, x0) + S−

Proof. We first remark that the stack of cubes lies between two “square” paraboloids

(t0, x0) + S− ⊂ ∪k≥1L
(k)
2 ⊂ (t0, x0) + S+

where
S± = ∪s≥s±{p±(s)} × (−s, s)d
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and p±(s±) = ρ2R2 and p±(z) = a±z
2 + b±ρ

2R2 are such that

p+(3kρR) = αkρ
2R2

p−(3kρR) = αk+1ρ
2R2.

This is equivalent to

a+ =
1

8
and a− =

9

8
and b+ = b− = −1

8
and s± =

√
9

8
ρR.

Remark now that

[(t0, x0) + S+] ∩Q1(1, 0) ⊂ [0, 1] × (−R− a
− 1

2
+ , R+ a

− 1
2

+ )d.

We thus choose R such that (R+ a
− 1

2
+ ) ≤ 3. This condition is satisfied if

R ≤ 3 − 2
√

2.

Remark next that

(t0, x0) + S− ⊃ ∩x∈(−R,R)d [(R2, x) + S−].

Hence
[(t0, x0) + S−] ∩Q1(1, 0) ⊃ K̃2

as soon as
a+(2R)2 ≤ 1 − 2R2.

It is enough to have
5

2
R2 = (4a+ + 2)R2 ≤ 1.

Finally, the integer k∗ satisfies

t0 + αk∗R
2ρ2 ≤ 1 < t0 + αk∗+1R

2ρ2.

�

2.4.2.5 The stacked measure estimate

In this paragraph, we apply successively the basic measure estimate obtained
above and get an estimate in the finite stacks of cubes we constructed in the
previous paragraph.

Proposition 2.4.24 (Stacked measure estimate). For the same universal con-
stants ε0 ∈ (0, 1), M > 1 and µ ∈ (0, 1) from Proposition 2.4.18, the following
holds true: consider a non-negative supersolution u of

∂u

∂t
+ P+(D2u) ≥ f in (0, 1) ×B 1

R
(0)
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and a cube L1 = (t0, x0) + ρK1 ⊂ K1. Assume that for some k ≥ 1 and h > 0

∥f∥Ld+1((0,1)×B 1
R
(0)) ≤ ε0

h

Mkρd/(d+1)
.

Then

|{u > h} ∩ L1| > (1 − µ)|L1| ⇒ inf
L
(k)
2 ∩{0<t<1}

u >
h

Mk
.

K1

K
(1)
2

K
(2)
2

K
(3)
2

K
(4)
2

Remark 2.4.25. Thanks to Lemma 2.4.23, we know that L
(k)
2 ∩ {0 < t < 1} ⊂

(0, 1) ×B 1
R

(0).

Proof. We prove the result by induction on k. Corollary 2.4.21 corresponds to
the case k = 1 if we can verify that

∥f∥Ld+1((t0,x0)+ρQ1(1,0)) ≤ ε0
h

Mρd/(d+1)
.

It is a consequence of the fact that L1 ⊂ K1 ⊂ (0, 1) ×B 1
R

(0).

For k > 1, the inductive hypothesis reads

inf
L
(k−1)
2 ∩{0<t<1}

u >
h

Mk−1
.

If L
(k−1)
2 is not contained in (0, 1) × B 1

R
(0), there is nothing to prove at rank k

since L
(k)
2 ∩ {0 < t < 1} = ∅. We thus assume that L

(k−1)
2 ⊂ (0, 1) ×B 1

R
(0).

In particular

|{u > h

Mk−1
} ∩ L(k−1)

2 | = |L(k−1)
2 |. (2.4.13)

Note that L
(k−1)
2 = (t1, 0)+ρ1K1 and L

(k)
2 = (t1, 0)+ρ1K2 with t1 = t0+αk−1R

2ρ2

and ρ1 = 3k−1ρ. In particular (2.4.13) implies

|{u > h

Mk−1
} ∩ {(t1, 0) + ρ1K1}| > (1 − µ)|(t1, 0) + ρ1K1|.
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So we apply Corollary 2.4.21 again to obtain

inf
L
(k)
2 ∩{0<t<1}

u = inf
{(t1,0)+ρ1K2}∩{0<t<1}

u >
h

Mk
.

We can do so since ρ1 ≥ ρ and Lemma 2.4.23 implies that L
(k)
2 ⊂ (0, 1)×(−3, 3)d.

In particular, the corresponding domain in which the supersolution is considered
is contained in (0, 1) ×B 1

R
(0). We used here Remark 2.4.20 when (t1, 0) + ρ1K2

is not contained in {0 < t < 1}. Thus, we finish the proof by induction. �

Before turning to the proof of Theorem 2.4.15, we observe that the previous
stacked measure estimate implies in particular the following two results.

Corollary 2.4.26 (Straight stacked measure estimate).
Assume that R ≤ 1√

10(m+1)
. Under the assumptions of

Proposition 2.4.24 with k = m, for any cube L1 ⊂ K1

|{u > h}∩L1| > (1−µ)|L1| ⇒ u >
h

Mm
in L1

(m) ⊂ Q1(1, 0).

L1 L1

L1
(3)

Proof. Apply Proposition 2.4.24 with k = m and remark that L1
(m) ⊂ L

(m)
2 . The

fact that L1
(m) ⊂ Q1(1, 0) comes from the fact that 10(m+ 1)R2 ≤ 1. �

2.4.2.6 A stacked covering lemma

When proving the fundamental Lε-estimate (sometimes called the weak Harnack
inequality) for fully nonlinear elliptic equations, the Calderón-Zygmund decom-
position lemma plays an important role (see [CafCab] for instance). It has to be
adapted to the parabolic framework.

We need first some definitions. A cube Q is a set of the form (t0, x0)+(0, s2)×
(−s, s)d. A dyadic cube K of Q is obtained by repeating a finite number of times
the following iterative process: Q is divided into 2d+2 cubes by considering all the
translations of (0, s2/4) × (0, s)d by vectors of the form (l(s2/4), sk) with k ∈ Zd
and l ∈ Z included in Q. When a cube K1 is split in different cubes including
K2, K1 is called a predecessor of K2.
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Givenm ∈ N, and a dyadic cubeK ofQ, the set K̄m is
obtained by “stacking” m copies of its predecessor K̄.
More rigourously, if the predecessor K̄ has the form
(a, b)×L, then we define K̄m = (b, b+m(b− a))×L.
The figure corresponds to the case m = 3.

K
K̄

K̄(3)

Lemma 2.4.27 (Stacked covering lemma). Let m ∈ N. Consider two subsets A
and B of a cube Q. Assume that |A| ≤ δ|Q| for some δ ∈ (0, 1). Assume also the
following: for any dyadic cube K ⊂ Q,

|K ∩A| > δ|A| ⇒ K̄m ⊂ B.

Then |A| ≤ δm+1
m |B|.

Remark 2.4.28. This lemma is implicitely used in [Wang92a] (see e.g. Lemma 3.23
of this paper) but details of the proof are not given.

The proof uses a Lebesgue’s differentiation theorem with assumptions that
are not completely classical, even if we believe that such a generalization is well-
known. For the sake of completeness, we state and prove it in Appendix (see
Theorem 2.5.1 and Corollary 2.5.2).

Proof of Lemma 2.4.27. By iterating the process described to define dyadic cubes,
we know that there exists a countable collection of dyadic cubes Ki such that

|Ki ∩A| ≥ δ|Ki| and |K̄i ∩A| ≤ δ|K̄i|

where K̄i is a predecessor of Ki. We claim that thanks to Lebesgue’s differ-
entiation theorem (Corollary 2.5.2), there exists a set N of null measure such
that

A ⊂ (∪∞
i=1Ki) ∪N.

Indeed, consider (t, x) ∈ A \ ∪∞
i=1Ki. On one hand, since (t, x) ∈ Q, it belongs to

a sequence of closed dyadic cubes of the form Lj = (tj , xj) + [0, r2j ] × [−rj , rj ]d
with rj → 0 as j → +∞ such that

|A ∩ Lj | ≤ δ|Lj |

that is to say

−
∫
Lj

1A ≤ δ < 1.
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On the other hand, for (t, x) ∈ A \ ∪∞
i=1Ki,

0 < 1 − δ ≤ 1 −−
∫
Lj

1A = −
∫
Lj

|1A − 1A(t, x)|.

We claim that the right hand side of the previous equality goes to 0 as j → ∞
as soon as (t, x) /∈ N where N is a set of null measure. Indeed, Corollary 2.5.2
implies that for (t, x) outside of such a set N ,

−
∫
Lj

|1A − 1A(t, x)| ≤ −
∫
L̃j

|1A − 1A(t, x)| → 0

where L̃j = (t, x) + [0, 4r2j ] × [−2rj , 2rj ]
d. We conclude that A \ ∪iKi ⊂ N .

We can relabel predecessors K̄i so that they are pairewise disjoint. We thus
have A ⊂ ∪∞

i=1Ki ∪N with K̄m
i ⊂ B thanks to the assumption; in particular,

A ⊂ ∪∞
i=1Ki ∪N ⊂ ∪∞

i=1K̄i ∪ K̄m
i ∪N

with ∪∞
i=1K̄

m
i ⊂ B. Classically, we write

|A| ≤
∑
i≥1

|A ∩ K̄i| ≤ δ
∑
i≥1

|K̄i| ≤ δ| ∪∞
i=1 K̄i|. (2.4.14)

In order to conclude the proof of the lemma, it is thus enough to prove that for
a countable collection (K̄i)i of disjoint cubes, we have

| ∪∞
i=1 K̄i ∪ K̄m

i | ≤ m

m+ 1
| ∪∞

i=1 K̄
m
i |. (2.4.15)

Indeed, combining (2.4.14) and (2.4.15) yields the desired estimate (keeping in
mind that ∪iK̄m

i ⊂ B).
Estimate (2.4.15) is not obvious since, even if the K̄i’s are pairwise disjoint,

the stacked cubes K̄m
i can overlap. In order to justify (2.4.15), we first write

∪∞
i=1K̄i ∪ K̄m

i = ∪∞
j=1Jj × Lj

where Lj are disjoint cubes of Rd and Jj are open sets of R of the form

J = ∪∞
k=1(ak, ak + (m+ 1)hk).

Remark that
∪∞
i=1K̄

m
i = ∪∞

j=1J̃j × Lj

where J̃j has the general form

J̃ = ∪∞
k=1(ak + hk, ak + (m+ 1)hk).

Hence, the proof is complete once Lemma 2.4.29 below is proved. �
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Lemma 2.4.29. Consider two (possibly infinite) sequences of real numbers (ak)
N
k=1

and (hk)
N
k=1 for N ∈ N ∪ {∞} with hk > 0 for k = 1, . . . , N . Then∣∣∪Nk=1(ak, ak + (m+ 1)hk)

∣∣ ≤ m

m+ 1

∣∣∪Nk=1(ak + hk, ak + (m+ 1)hk)
∣∣ .

Proof. We first assume that N is finite. We write ∪Nk=1(ak + hk, ak + (m+ 1)hk)
as ∪Ll=1Il where Il are disjoint open intervals. We can write them as

Il = ∪Nl
k=1(bk + lk, bk + (m+ 1)lk) = ( inf

k=1,...,Nl

(bk + lk), sup
k=1,...,Nl

(bk + (m+ 1)lk)).

Pick kl such that infk=1,...,Nl
(bk + lk) = bkl + lkl . In particular,

|Il| = sup
k=1,...,Nl

(bk + (m+ 1)lk)) − inf
k=1,...,Nl

(bk + lk)

≥ mlkl .

Then ∣∣∪Nk=1(ak + hk, ak + (m+ 1)hk)
∣∣ ≥ m

∑
l

lkl =
m

m+ 1

∑
l

(m+ 1)lkl .

It is now enough to remark that (m+ 1)lkl coincide with the length of one of the
intervals {(ak, ak + (m+ 1)hk)}k and they are distinct since so are the Il’s. The
proof is now complete in the case where N is finite.

If now N = ∞, we get from the previous case that for any N ∈ N,∣∣∪Nk=1(ak, ak + (m+ 1)hk)
∣∣ ≤ m

m+ 1

∣∣∪Nk=1(ak + hk, ak + (m+ 1)hk)
∣∣

≤ m

m+ 1
|∪∞
k=1(ak + hk, ak + (m+ 1)hk)| .

It is now enough to let N → ∞ to conclude. �

2.4.2.7 Proof of the Lε-estimate

The proof of the Lε estimate consists in obtaining a decay in the measure of the
sets {u > Mk} ∩ K̃1. As in the elliptic case, the strategy is to apply the covering
Lemma 2.4.27 iteratively making use of Corollary 2.4.26. The main difficulty of
the proof (which is not present in the elliptic case) comes from the fact that if K
is a cube contained in K̃1, then nothing prevents K̄(m) to spill out of K1.

Proof of Theorem 2.4.15. First, we can assume that

inf
K̃2

u ≤ 1 and ∥f∥Ld+1((0,1)×B 1
R
(0)) ≤ ε0

(where ε0 comes from Proposition 2.4.24) by considering

vδ(t, x) =
u

infK̃2
u+ ε−1

0 ∥f∥Ld+1((0,1)×B 1
R
(0)) + δ

.
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We thus want to prove that there exits a universal constant C > 0 such that∫
K̃1

uε(t, x) dt dx ≤ C. (2.4.16)

In order to get (2.4.9), it is enough to find universal constants m, k0 ∈ N and
B > 1 such that for all k ≥ k0,

|{u > Mkm} ∩ (0, R2/2 + C1B
−k) × (−R,R)d| ≤ C(1 − µ/2)k (2.4.17)

where C is universal and M and µ comes from Proposition 2.4.24. Indeed, first
for t ∈ [Mkm,M (k+1)m), we have

|{u > t} ∩ (0, R2/2 + C1B
−k) × (−R,R)d| ≤ C(1 − µ/2)k ≤ Ct−ε

with ε = − ln(1−µ/2)
m lnM > 0. We deduce that for all t > 0, we have

|{u > t} ∩ K̃1| ≤ Ct−ε.

Now we use the formula∫
K̃1

uε(t, x) dt dx = ε

∫ ∞

0
τ ε−1|{u > τ} ∩ K̃1|dτ

≤ ε|K̃1|
∫ 1

0
τ ε−1dτ + ε

∫ ∞

1
τ ε−1|{u > τ} ∩ K̃1|dτ

and we get (2.4.16) from (2.4.17).
We prove (2.4.17) by induction on k. For k = k0, we simply choose

C ≥ (1 − µ/2)−k0 |(0, R2/2 + C1B
−1) × (−R,R)d|.

Now we assume that k ≥ k0, that the result holds true for k and we prove it for
k + 1. In order to do so, we want to apply the covering lemma 2.4.27 with

A = {u > M (k+1)m} ∩ (0, R2/2 + C1B
−k−1) × (−R,R)d

B = {u > Mkm} ∩ (0, R2/2 + C1B
−k) × (−R,R)d

Q = K1 = (0, R2) × (−R,R)d

K1K̃1

K̃2

for some universal constants B and C1 to be chosen later. We can choose k0
(universal) so that Q ⊂ K1. For instance

2C1B
−k0 ≤ R2.

The induction assumption reads

|B| ≤ C(1 − µ/2)k.
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Lemma 2.4.30. We have |A| ≤ (1 − µ)|Q|.

Proof. Since, infK̃2
u ≤ 1, we have in particular infK3 u ≤ 1. The basic measure

estimate (Proposition 2.4.18) then implies that

|A| ≤ |{u > M} ∩K1}| ≤ (1 − µ)|K1| = (1 − µ)|Q|.

�

Lemma 2.4.31. Consider any dyadic cube K = (t, x) + ρK1 of Q. If

|K ∩{u > M (k+1)m}∩ (0, R2/2 +C1B
−k−1)× (−R,R)d}| > (1−µ)|K|, (2.4.18)

then

K̄m ⊂ {u > Mkm} ∩ (0, R2/2 + C1B
−k) × (−R,R)d

where K̄m is defined at the beginning of Paragraph 2.4.2.6.

Proof. We remark first that the straight stacked measure estimate, Corollary 2.4.26,
applied with h = M (k+1)m ≥Mm, implies

K̄m ⊂ {u > Mkm}.

We thus have to prove that

K̄m ⊂ [0, R2/2 + C1B
−k] × (−R,R)d. (2.4.19)

Because of (2.4.18), we have

K ∩ (0, R2/2 + C1B
−k−1) × (−R,R)d ̸= ∅.

Hence

K̄m ⊂ [0, R2/2 + C1B
−k−1 + height(K̄) + height(K̄m)] × (−R,R)d

where height(L) = sup{t : ∃x, (t, x) ∈ L} − inf{t : ∃x, (t, x) ∈ L}. Moreover,

height(K) = R2ρ2

height(K̄) = 4 height(K)

height(K̄m) = m height(K̄).

Hence, (2.4.19) holds true if

R2/2 + C1B
−k−1 + 4(m+ 1)R2ρ2 ≤ R2/2 + C1B

−k

i.e.

R2ρ2 ≤ C1(B − 1)

4(m+ 1)
B−k−1. (2.4.20)
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In order to estimate R2ρ2 we are going to use the stacked measure estimate given
by Proposition 2.4.24 together with the fact that K is a cube for which (2.4.18)
holds.

On one hand, Proposition 2.4.24 and (2.4.18) imply that as long as l ≤ (k +
1)m, we have

u > M (k+1)m−l in L
(l)
2 ∩ {0 < t < 1};

in particular,

inf
∪(k+1)m
l=1 L

(l)
2 ∩{0<t<1}

u > 1.

On the other hand, using notation from Lemma 2.4.23,

inf
∪k∗+1
l=1 L

(l)
2 ∩{0<t<1}

u ≤ inf
K̃2

u ≤ 1

Hence (k + 1)m < k∗ + 1. Moreover, Lemma 2.4.23 implies

R2ρ2 ≤ (1 − t0)(αk∗)−1 ≤ 9

9(k+1)m
.

Hence, we choose B = 9m and C1 = 36(m+1)
9m−1 . �

We can now apply the covering lemma and conclude that

|A| ≤ δ
m+ 1

m
|B|.

We choose m large enough (universal) such that

(1 − µ)
m+ 1

m
≤ 1 − µ/2.

Recalling that we chose µ such that 1
µ = 1 + 2CmaxR

d+2 (where Cmax is the
universal constant appearing in the maximum principle), the previous condition
is equivalent to

m ≥ 4CmaxR
d+2.

Since R ≤ 1, it is enough to choose m ≥ 4Cmax.

Thanks to the induction assumption, we thus finally get

|{u > M (k+1)m} ∩ (0, R2/2 + C1B
−k−1) × (−R,R)d| ≤ C(1 − µ/2)k+1.

The proof is now complete. �
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2.4.3 Harnack inequality

The main result of this subsection is the following theorem.

Theorem 2.4.32 (Harnack inequality). For any non-negative solution u of (2.4.1)
in Q1, we have

sup
K̃4

u ≤ C( inf
QR2

u+ ∥f∥Ld+1(Q1))

where K̃4 = (−R2 + 3
8R

4,−R2 + 1
2R

4) ×B R2

2
√

2

(0).

Remark 2.4.33. The case where u solves (2.4.1) in Qρ instead of Q1 follows by
scaling. Indeed, consider v(t, x) = u(ρ2t, ρx) and change constants accordingly.

We will derive Theorem 2.4.32 combining Theorem 2.4.15 with the following
proposition (which in turn also follows from Theorem 2.4.15).

Proposition 2.4.34 (Local maximum principle). Consider a subsolution u of
(2.4.1) in Q1. Then for all p > 0, we have

sup
Q1/2

u ≤ C

((∫
Q1

(u+)p
) 1

p

+ ∥f∥Ld+1(Q1)

)
.

Proof. First we can assume that u ≥ 0 by remarking that u+ is a subsolution of
(2.4.1) with f replaced with |f |.

Let Ψ be defined by

Ψ(t, x) = hmax((1 − |x|)−2γ , (1 + t)−γ)

where γ will be chosen later. We choose h minimal such that

Ψ ≥ u in Q1.

In other words

h = min
(t,x)∈Q1

u(t, x)

max((1 − |x|)−2γ , (1 + t)−γ)
.

We want to estimate h from above. Indeed, we have

sup
Q 1

2

u ≤ Ch

for some constant C depending on γ and Q 1
2
.

In order to do estimate h, we consider a point (t0, x0) realizing the minimum
in the definition of h. We consider

δ2 = min((1 − |x0|)2, (1 + t0)).

In particular
u(t0, x0) = hδ−2γ
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and Qδ(t0, x0) ⊂ Q1.
We consider next the function v(t, x) = C − u(t, x) where

C = sup
Qβδ(t0,x0)

Ψ.

for some parameter β ∈ (0, 1) to be chosen later. Remark first that

hδ−2γ ≤ C ≤ h((1 − β)δ)−2γ

Remark next that v is a supersolution of

∂v

∂t
+ P+(D2v) + |f | ≥ 0 in Q1

and v ≥ 0 in (t0 − (Rβδ)2, t0) × Bβδ(x0) ⊂ Qβδ(t0, x0). From the Lε estimate
(Theorem 2.4.15 properly scaled and translated), we conclude that∫

L
vε ≤ C(βδ)d+2

(
inf

(t0−βδ,x0)+βδK̃2

v + (βδ)
d

d+1 ∥f∥Ld+1(Q1)

)ε
.

where L = (t0 − βδ, x0) + βδK̃1. Moreover,

inf
(t0−βδ,x0)+βδK̃2

v ≤ v(t0, x0)

= C − u(t0, x0)

≤ h

(
(1 − β)−2γ − 1

)
δ−2γ .

Hence, we have∫
L
vε ≤ C(βδ)d+2

[
h

(
(1 − β)−2γ − 1

)
δ−2γ + (βδ)

d
d+1 ∥f∥d+1

]ε
. (2.4.21)

We now consider the set

A =

{
(t, x) ∈ L : u(t, x) <

1

2
u(t0, x0) =

1

2
hδ−2γ

}
.

We have ∫
A
vε ≥ |A|

(
hδ−2γ − 1

2
hδ−2γ

)ε
= |A|

(
hδ−2γ

2

)ε
.

We thus get from (2.4.21) the following estimate

|A| ≤ C|L|
[(

(1 − β)−2γ − 1

)ε
+ (δ2γh−1)ε(βδ)

dε
d+1 ∥f∥εd+1

]
.

Finally, we estimate
∫
Q1
uε from below as follows∫

Q1

uε ≥
∫
L\A

uε ≥ (|L| − |A|)2−ε(hδ−2γ)ε.
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Hence, choosing γ = d+2
2ε and combining the two previous inequalities, we get

β2+dC1h
ε =|L|2−ε(hδ−2γ)ε ≤

∫
Q1

uε

+ β2+dC2h
ε

(
(1 − β)−2γ − 1

)ε
+ β2+d+

dε
d+1C2∥f∥εd+1.

We used δ ≤ 1. Choose now β small enough so that

C2

(
(1 − β)−2γ − 1

)ε
≤ C1/2

and conclude in the case p = ε. The general case follows by interpolation. �
Theorem 2.4.32 is a direct consequence of the following one.

Theorem 2.4.35. For any non-negative solution u of (2.4.1) in (−1, 0)×B 1
R

(0),

we have
sup
K̃3

u ≤ C(inf
QR

u+ ∥f∥Ld+1((−1,0)×B 1
R
(0)))

where K̃3 = (−1 + 3
8R

2,−1 +R2/2) ×B R
2
√
2

(0).

QR

K̃3

(−1, 0) ×B 1
R

(0)

Proof of Theorem 2.4.35. One one hand, from Theorem 2.4.15 (the Lε estimate)
applied to u(t+ 1, x) we know that(∫

(−1,−1+R2/2)×BR/
√
2

u(x)εdx

)1/ε

≤ C(inf
QR

u+ ∥f∥Ld+1(Q1)). (2.4.22)

On the other hand, we apply Proposition 2.4.34 to the scaled function v(t, x) =
u((t+ 1 −R2/2)/(R2/2),

√
2x/R) ≥ 0 and p = ε to obtain

sup
Q 1

2

v ≤ C

((∫
Q1

vε
) 1

ε

+ ∥f∥Ld+1(Q1)

)
.

Scaling back to the original variables, we get

sup
K̃3

u ≤ C

(∫
(−1,−1+R2/2)×BR/

√
2

uε

) 1
ε

+ ∥f∥Ld+1(Q1)

 . (2.4.23)
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Combining (2.4.22) with (2.4.23) we get

sup
K̃3

u ≤ C

(
inf
QR

u+ ∥f∥Ld+1(Q1)

)
,

which finishes the proof. �

2.4.4 Hölder continuity

An important consequence of Harnack inequality (Theorem 2.4.32) is the Hölder
continuity of solutions of (2.4.1).

Theorem 2.4.36. If u is a solution of (2.4.1) in Qρ then u is α-Hölder continuous
in Qρ and

[u]α,Qρ/2
≤ Cρ−α

(
|u|0,Qρ + ρ

d
d+1 ∥f∥Ld+1(Qρ)

)
.

Proof. We only deal with ρ = 1. We prove that if u is a solution of (2.4.1) in Q1

then u is α-Hölder continuous at the origin, i.e.

|u(t, x) − u(0, 0)| ≤ C
(
|u|0,Q1 + ∥f∥Ld+1(Q1)

)
(|x| +

√
t)α. (2.4.24)

To get such an estimate, it is enough to prove that the oscillation of the function
u in Qρ decays as ρα; more precisely, we consider

Mρ = sup
Qρ

u,

mρ = inf
Qρ

u,

oscQρ u = Mρ −mρ.

Then (2.4.24) holds true as soon as

oscQρ u ≤ C
(
|u|0,Q1 + ∥f∥Ld+1(Q1)

)
ρα. (2.4.25)

Indeed, consider (t, x) ∈ Qρ \Qρ/2 and estimate |u(t, x) − u(0, 0)| from above by

oscQρ u and ρ/2 from above by |x|∞ +
√
t.

In order to prove (2.4.25), we consider the two functions u − mρ ≥ 0 and
Mρ−u ≥ 0 in Qρ. The first one solves (2.4.1) in Qρ and the second one solves the
same equation in Qρ with F and f replaced with G(X) = −G(−X) and g = −f ,
which equation is still uniformly parabolic. From the Harnack inequality, we thus
get

sup
ρK̃4

(u−mρ) ≤ C( inf
QR2ρ

(u−mρ) + ρ
d

d+1 ∥f∥d+1)

sup
ρK̃4

(Mρ − u) ≤ C( inf
QR2ρ

(Mρ − u) + ρ
d

d+1 ∥f∥d+1)
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where ρK̃4 ⊂ Qρ follows from K̃4 ⊂ (−1, 0) × B1. We next add these two
inequalities which yields

oscQρ u ≤ C(oscQρ u− oscQγρ u+ ρ
d

d+1 ∥f∥d+1)

with C > 1 and where γ denotes R2. Rearranging terms, we get

oscQγρ u ≤ C − 1

C
oscQρ u+ ρ

d
d+1 ∥f∥d+1

where C is universal. Then the elementary iteration lemma allows us to achieve
the proof of the theorem; see Lemma 2.5.13 in Appendix with h(ρ) = oscQρ u and
δ = (C − 1)/C and β = d/(d+ 1). �

2.5 Appendix: Technical lemmas

2.5.1 Lebesgue’s differentiation theorem

The purpose of this Appendix is to prove a version of Lebesgue’s differentiation
theorem with parabolic cylinders. Recall that the usual version of the result says
that if f ∈ L1(Ω, dt⊗ dx) where Ω is a Borel set of Rd+1, then for a.e. (t, x) ∈ Ω,

lim
j→∞

−
∫
Gj

|f − f(t, x)| = 0

as long as the sequence of sets Gj satisfies the regularity condition:

Gj ⊂ Bj

|Gj | ≥ c|Bj |

where Bj is a sequence of balls Brj (t, x) with rj → 0.

A sequence of parabolic cylinders Qrj (t, x) cannot satisfy the regularity condi-
tion because of the different scaling between space and time. Indeed |Qrj (t, x)| =

rd+2
j which is an order of magnitude smaller than rd+1

j .

Fortunately, the classical proof of Lebesgue’s differentiation theorem can be
repeated and works for parabolic cylinders as well, as it is shown below.

Theorem 2.5.1 (Lebesgue’s differentiation theorem). Consider an integrable
function f ∈ L1(Ω, dt ⊗ dx) where Ω is an open set of Rd+1. Then for a.e.
(t, x) ∈ Ω,

lim
r→0+

−
∫
(t−r2,t)×Br(x)

|f − f(t, x)| = 0

where −
∫
O g = 1

|O|
∫
O g for any Borel set O ⊂ Rd+1 and integrable function g.

In the proof, we will in fact use the following corollary.
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Corollary 2.5.2 (Generalized Lebesgue’s differentiation theorem). Let Gj be a
family of sets which is regular in the following sense: there exists a constant c > 0
and rj → 0 such that

Gj ⊂ (t− r2j , t) ×Brj (x),

|Gj | ≥ crd+2
j .

Then, except for a set of measure zero which is independent of the choice of {Gj},
we have

lim
j→+∞

−
∫
Gj

|f − f(t, x)| = 0.

Remark 2.5.3. It is interesting to point out that if the parabolic cylinders were
replaced by other families of sets not satisfying the regularity condition, the result
of Lemma 2.5.5 may fail. For example if we take

M̃f(t, x) = sup
(a,b)×Br(y)∋(t,x)

−
∫
(a,b)×Br(y)∩Ω

|f |

then Lemma 2.5.5 would fail for M̃f .

Proof of Corollary 2.5.2. We obtain Corollary 2.5.2 as an immediate consequence
of Theorem 2.5.1 by noting that since Gj ⊂ (t− r2j , t) ×Brj (x).

−
∫
Gj

|f − f(t, x)| ≤ r2|Br|
|Gj |

−
∫
(t−r2,t)×Br(x)

|f − f(t, x)|.

Thus, the result holds at all points where this right hand side goes to zero, which

is a set of full measure by Theorem 2.5.1 and that r2|Br|
|Gj | ≥ c > 0. � In order to

prove Theorem 2.5.1, we first need a version of Vitali’s covering lemma.

Lemma 2.5.4 (Vitali’s covering lemma). Consider a bounded collection of cubes
(Qα)α of the form Qα = (tα−r2α, tα)×Brα(xα) and a set A such that A ⊂ ∪αQα.
Then there is a finite number of cubes Q1, . . . , QN such that A ⊂ ∪Nj=15Qj where

5Qj = (tα − 25r2α, tα) ×B5rα(xα).

Consider next the maximal function Mf associated with a function f ∈
L1(Ω, dt⊗ dx)

Mf(t, x) = sup
Q∋(t,x)

−
∫
Q∩Ω

|f |

where the supremum is taken over cubes Q of the form (s, y) + (−r2, 0) ×Br.

Lemma 2.5.5 (The maximal inequality). Consider f ∈ L1(Ω, dt⊗dx), f positive,
and λ > 0, we have

|{Mf > λ}| ≤ C

λ
∥f∥L1

for some constant C depending only on dimension d.
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Proof. For all x ∈ {Mf > λ}, there exists Q ∋ x such that

inf
Q
f ≥ λ

2
|Q|.

Hence, the set {Mf > λ} can be covered by cubes Q. From Vitali’s covering
lemma, there exists a finite cover of {Mf > λ} with some 5Q’s:

{Mf > λ} ⊂ ∪Nj=15Qj

with Qj that are disjoint and such that∫
Qj∩Ω

f ≥ λ

2
|Qj ∩ Ω|.

Hence∫
Ω
f ≥

∫
∪jQj∩Ω

f =
∑
j

∫
Qj∩Ω

f

≥ λ

2
| ∪j Qj ∩ Ω| =

λ

2
× 1

5d+2
| ∪j 5Qj ∩ Ω| ≥ λ

C
|{Mf > λ}|

with C = 2 × 5d+2. � We can now prove Lebesgue’s differentiation theorem

(Theorem 2.5.1).

Proof of Theorem 2.5.1. We can assume without loss of generality that Ω is
bounded. We first remark that the result is true if f is continuous. If f is
not continuous, we consider a sequence (fn)n of continuous functions such that

∥f − fn∥L1 ≤ C

2n
.

Moreover, up to a subsequence, we can also assume that for a.e. (t, x) ∈ Ω,

fn(t, x) → f(t, x) as n→ ∞.

Thanks to the maximal inequality (Lemma 2.5.5), we have in particular

|{M(f − fn) > λ}| ≤ C

λ2n
.

By Borel-Cantelli’s Lemma, we conclude that for all λ > 0, there exists nλ ∈ N
such that for all n ≥ nλ,

M(f − fn) ≤ λ a.e. in Ω.

We conclude that for a.e. (t, x) ∈ Ω and all k ∈ N, there exists a strictly increasing
sequence nk such that for all r > 0 such that Qr(t, x) ⊂ Ω,

−
∫
Qr(t,x)

|f − fnk
| ≤M(f − fnk

) ≤ 1

k
.
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Moreover, since fn is continuous and Ω is bounded, there exists rk > 0 such that
for r ∈ (0, rk), we have

−
∫
Qr(t,x)

|fnk
− fnk

(t, x)| ≤ 1

k
.

Moreover, for a.e. (t, x) ∈ Ω,

|fnk
(t, x) − f(t, x)| → 0 as k → ∞.

These three facts imply that for a.e. (t, x) ∈ Ω, for all ε > 0, there exists rε > 0
such that r ∈ (0, rε),

−
∫
Qr(t,x)

|f − f(t, x)| ≤ ε.

This achieves the proof of the lemma. �

2.5.2 Jensen-Ishii’s lemma for N functions

When proving Theorem 2.4.9, we used the following generalization of Lemmas 2.3.23
and 2.3.30 whose proof can be found in [CIL92].

Lemma 2.5.6 (Jensen-Ishii’s Lemma - III). Let Ui, i = 1, . . . , N be open sets of
Rd and I an open interval of R. Consider also lower semi-continuous functions
ui : I ×Ui → R such that for all v = ui, i = 1, . . . , N , (t, x) ∈ I ×Ui, there exists
r > 0 such that for all M > 0 there exists C > 0,

(s, y) ∈ Qr(t, x)
(β, q, Y ) ∈ P−v(s, y)

|v(s, y)| + |q| + |Y | ≤M

⇒ −β ≤ C.

Let x = (x1, . . . , xN ) and x0 = (x01, . . . , x
0
N ). Assume that

∑N
i=1 ui(t, xi)−ϕ(t, x)

reaches a local minimum at (t0, x0) ∈ I × ΠiUi. If α denotes ∂tϕ(t0, x0) and
pi denotes Dxiϕ(x0) and A denotes D2ϕ(t0, x0), then for any β > 0 such that
I + βA > 0, there exist (τi, Xi) ∈ R × Sd, i = 1, . . . , N , such that for all i =
1, . . . , N ,

(τi, pi, Xi) ∈ P−
u(t0, x

0
i )

N∑
i=1

αi = α

and

1

β


I 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0
0 . . . 0 I

 ≥


X1 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0
0 . . . 0 XN

 ≥ Aβ

where Aβ = (I + βA)−1A.
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Remark 2.5.7. The condition on the functions ui is satisfied as soon as the
ui’s are supersolutions of a parabolic equation. This condition ensures that some
compactness holds true when using the doubling variable technique in the time
variable. See [CIL92, Theorem 8.2,p. 50] for more details.

2.5.3 Technical lemmas for monotone envelopes

When proving the maximum principle (Theorem 2.4.9), we used the two following
technical lemmas.

Lemma 2.5.8. Consider a convex set Ω of Rd and a lower semi-continuous
function v : [a, b] × Ω̄ → R which is non-increasing with respect to t ∈ (a, b) and
convex with respect to x ∈ Ω. Assume that v is bounded from above and that for
all (α, p,X) ∈ P−v(t, x), we have

−α ≤ C and X ≤ CI.

Then v is Lipschitz continuous with respect t ∈ (a, b) and C1,1 with respect to
x ∈ Ω.

Proof of Lemma 2.5.8. We assume without loss of generality that Ω is bounded.
In this case, v is bounded from above and from below, hence is bounded. Next,
we also get that v is Lipschitz continuous with respect to x in [a, b] × F for all
closed convex set F ⊂ Ω such that d(F, ∂Ω) > 0.

Step 1.

We first prove that v is Lipschitz continuous with respect to t: for all (t0, x0) ∈
(a, b) × Ω,

M = sup
s,t∈(a,b),x,y∈Ω

{
v(t, x) − v(s, y) − L|t− s| − L

4ε
|x− y|2 − Lε

− L0|x− x0|2 − L0(t− t0)
2

}
≤ 0

for L large enough only depending on C and the Lipschitz constant of v with
respect to x around (t0, x0) and for L0 large enough. We argue by contradiction
by assuming that M > 0. Consider (s̄, t̄, x̄, ȳ) where the maximum M is reached.
Remark first that

L0|ȳ − x0|2 + L0(s̄− t0)
2 + L|t̄− s̄| +

L

4ε
|x̄− ȳ|2 + Lε ≤ v(t̄, x̄) − v(s̄, ȳ)

≤ 2|v|0,[a,b]×Ω̄.

In particular, we can choose L0 and L large enough so that (s̄, ȳ), (t̄, x̄) ∈ (a, b)×Ω.
Remark next that t̄ ̸= s̄. Indeed, if t̄ = s̄, then

0 < M ≤ v(t̄, x̄) − v(t̄, ȳ) − L

4ε
|x̄− ȳ|2 − Lε
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and choosing L larger than the Lipschitz constant of v with respect to x yields
a contradiction. Hence the function v is touched from below at (s̄, ȳ) by the test
function

(s, y) 7→ C0 −
L

4ε
|x̄− y|2 − L|t̄− s|

where C0 is a constant depending on (t̄, x̄). In particular,

(L sign(t̄− s̄), L(4ε)−1(x̄− ȳ), L(4ε)−1I) ∈ P−v(s̄, ȳ).

We thus should have L ≤ C. Choosing L > C yields also the desired contradic-
tion.

Step 2.

In order to prove that for all t ∈ (a, b), u(t, ·) is C1,1 with respect to x, it is
enough to prove that for all (p,X) ∈ D2,−u(t, x) (see below), X ≤ CI. Indeed,
this implies that u(t, ·) + C

2 | · |
2 is concave [ALL97]. Since u(t, ·) is convex, this

implies that it is C1,1 [CanSin04].

(p,X) ∈ D2,−u(t, x) means that there exists ψ ∈ C2(Rd) such that p = Dψ(x)
and X = D2ψ(x) and

ψ(y) − ψ(x) ≤ u(t, y) − u(t, x)

for y ∈ Br(x). We can further assume that the minimum of u(t, ·)−ψ is strict. We
then consider the minimum of u(s, x)−ψ(x)+ε−1(s− t)2 in (t− r, t+ r)×Br(x).
For ε small enough, this minimum is reached in an interior point (tε, xε) and
(tε, xε) → (t, x) as ε→ 0. Then

(ε−1(sε − t), Dψ(xε), D
2ψ(xε)) ∈ P−u(tε, xε).

Hence, D2ψ(xε) ≤ CI. Letting ε→ 0 yields X ≤ CI. This achieves Step 2.

The proof of the lemma is now complete. �

Lemma 2.5.9. Consider a convex set Ω of Rd and v : (a, b) × Ω → R which is
non-increasing with respect to t ∈ (a, b) and convex with respect to x ∈ Ω. Then
for all (α, p,X) ∈ P−v(t, x), that there exists (αn, pn, Xn) such that

(αn, pn, Xn) ∈ P−v(tn, xn)

(tn, xn, αn, pn) → (t, x, α, p)

X ≤ Xn + on(1), Xn ≥ 0.

The proof of this lemma relies on Alexandroff theorem in its classical form.
A statement and a proof of this classical theorem can be found for instance in
[EG92]. We will only use the following consequence of this theorem.
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Theorem 2.5.10. Consider a convex set Ω of Rd and a function v : (a, b)×Ω → R
which is convex with respect to (t, x) ∈ (a, b) × Ω. Then for almost (t, x) ∈
(a, b)×Ω, there exists (α, p,X) ∈ P− ∩P+v(t, x), that is to say such that for all
(s, y) ∈ (a, b) × Ω,

v(s, y) = v(t, x)+α(s−t)+p·(y−x)+
1

2
X(y−x)·(y−x)+o(|s−t|+|y−x|2). (2.5.1)

Jensen’s lemma is also needed (stated here in a “parabolic” version for the
sake of clarity).

Lemma 2.5.11 (Jensen). Consider a convex set Ω of Rd and a function v :
(a, b) × Ω → R such that there exists (τ, C) ∈ R2 such that u(t, x) + τt2 + C|x|2
is convex with respect to (t, x) ∈ (a, b) × Ω. If u reaches a strict local maximum
at (t0, x0), then for r > 0 and δ > 0 small enough, the set

K = {(t, x) ∈ (t0 − r, t0 + r) ×Br(x0) : ∃(τ, p) ∈ (−δ, δ) ×Bδ,

(s, y) 7→ u(s, y) − τs− p · y reaches a local maximum at (t, x)}

has a positive measure.

See [CIL92] for a proof. We can now turn to the proof of Lemma 2.5.8. The
proof of Lemma 2.5.9 below mimics the proof of [ALL97, Lemma 3] in which
there is no time dependence.

Proof of Lemma 2.5.9. Consider a test function ϕ such that u−ϕ reaches a local
maximum at (t, x) and

(α, p,X) = (∂tϕ,Dϕ,D
2ϕ)(t, x).

Without loss of generality, we can assume that this maximum is strict; indeed,
replace ϕ with ϕ(s, y)−|y−x|2−(s− t)2 for instance. Then consider the function

vε(t, x) = inf
y∈Rd,s≥0

{
v(s, y) +

1

ε
|y − x|2 +

1

ε
(s− t)2

}
.

One can check that vε is still convex with respect to x and non-increasing with
respect to t and that

(t, x) 7→ vε(t, x) +
1

ε
|x|2 +

1

ε
t2

is concave with respect to (t, x). Moreover, vε ≤ v and

lim
ε→0

vε(t, x) = v(t, x).

This implies that there exists (tε, xε) → 0 as ε → 0 such that vε − ϕ reaches a
local maximum at (tε, xε). Remarking that vε − ϕ satisfies the assumptions of
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Jensen’s Lemma, Lemma 2.5.11 above, we combine it with Theorem 2.5.10 and
we conclude that we can find slopes (τn, pn) → (0, 0) and points (tn, xn) → (tε, xε)
as n → ∞ where vε − ϕ satisfies (2.5.1) and vε − ϕ − τns − pny reaches a local
maximum at (tn, xn). In other words,

(τn + ∂tϕ(tn, xn), pn +Dϕ(tn, xn), D2vε(tn, xn)) ∈ P−vε(tn, xn)

with

D2vε(tn, xn) ≥ 0

and

D2ϕ(tn, xn) ≤ D2vε(tn, xn).

In order to conclude, we use the classical following result from viscosity solution
theory (see [CIL92] for a proof):

Lemma 2.5.12. Consider (sn, yn) such that

vε(tn, xn) = v(sn, yn) + ε−1|yn − xn|2 + ε−1(tn − sn)2.

Then

|yn − xn|2 + (tn − sn)2 ≤ ε|v+|0,(a,b)×Ω

and

P−uε(tn, xn) ⊂ P−u(sn, yn).

We used in the previous lemma that v is bounded from above since Ω is
bounded. Putting all the previous pieces of information together yields the de-
sired result. �

2.5.4 An elementary iteration lemma

The following lemma is classical, see for instance [GT01, Lemma 8.23].

Lemma 2.5.13. Consider a non-decreasing function h : (0, 1) → R+ such that
for all ρ ∈ (0, 1),

h(γρ) ≤ δh(ρ) + C0ρ
β

for some δ, γ, β ∈ (0, 1). Then for all ρ ∈ (0, 1),

h(ρ) ≤ Cαρ
α

for all α = 1
2 min( ln δ

ln γ , β) ∈ (0, 1).

Proof. Consider k ∈ N, k ≥ 1, and get by induction that for all ρ0, ρ1 ∈ (0, 1)
with ρ1 ≤ ρ0,

h(γkρ1) ≤ δkh(ρ1) + C0ρ
β
1

k−1∑
j=0

γβj .
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Then write

h(γkρ1) ≤ δkh(ρ0) + C0
ρβ1

1 − γβ

≤ (γk)β̃h(ρ0) + C0
ρβ1

1 − γβ

≤ (γk)2αh(ρ0) + C0
ρ2α1

1 − γβ

where β̃ = ln δ
ln γ . Now pick ρ ∈ [γk+1ρ1, γ

kρ1) and choose ρ1 =
√
ρ0ρ and get from

the previous inequality the desired result for ρ ∈ (0, ρ0). Choose next ρ0 = 1
2 and

conclude for ρ ∈ (0, 1). �
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Chapter 3

An introduction to the
Kähler-Ricci flow

Jian Song1 and Ben Weinkove2

Introduction

The Ricci flow, first introduced by Hamilton [Ham82] three decades ago, is the
equation

d

dt
gij = −2Rij , (3.0.1)

evolving a Riemannian metric by its Ricci curvature. It now occupies a central
position as one of the key tools of geometry. It was used in [Ham82, Ham86]
to classify 3-manifolds with positive Ricci curvature and 4-manifolds with posi-
tive curvature operator. Hamilton later introduced the notion of Ricci flow with
surgery [Ham95a] and laid out an ambitious program to prove the Poincaré and
Geometrization conjectures. In a spectacular demonstration of the power of the
Ricci flow, Perelman [Per02, Per03q, Per03b] developed new techniques which
enabled him to complete Hamilton’s program and settle these celebrated con-
jectures (see also [CZ06, KL08, MT07, MT08]). More recently, the Ricci flow
was used to prove the Brendle-Schoen Differentiable Sphere Theorem [BS08] and
other geometric classification results [BW08, NiW10].

In addition to these successes has been the development of the Kähler-Ricci
flow. If the Ricci flow starts from a Kähler metric on a complex manifold, the
evolving metrics will remain Kähler, and the resulting PDE is called the Kähler-
Ricci flow. Cao [Cao85] used this flow, together with parabolic versions of the
estimates of Yau [Yau78b] and Aubin [Aub78], to reprove the existence of Kähler-
Einstein metrics on manifolds with negative and zero first Chern class. Since

1Department of Mathematics, Rutgers University, Piscataway, NJ 08854, USA. Jian Song is
supported in by an NSF CAREER grant DMS-08-47524 and a Sloan Research Fellowship

2Department of Mathematics, University of California San Diego, La Jolla, CA 92093, USA.
Ben Weinkove is supported by the NSF grants DMS-08-48193 and DMS-11-05373.

79



80 CHAPTER 3. INTRODUCTION TO THE KRF

then, the study of the Kähler-Ricci flow has developed into a vast field in its own
right. There have been several different avenues of research involving this flow,
including: existence of Kähler-Einstein metrics on manifolds with positive first
Chern class and notions of algebraic stability [Bando87, Cal82, ChW09, Don02,
MSz09, Per03c, PSS07, PSSW09, PSSW11, PS05, PS06, PS10, Rub09, SeT08,
Sz10, Tian97, TZ07, Tos10a, Yau93, Zhu07]; the classification of Kähler manifolds
with positive curvature in both the compact and non-compact cases [Bando84,
Cao92, CZ09, ChauT06, CST09, CheT06, Gu09, Mok88, Ni04, PSSW08b]; and
extensions of the flow to non-Kähler settings [Gill11, StT10]. (These lists of
references are far from exhaustive). In these notes we will not even manage to
touch on these areas.

Our main goal is to give an introduction to the Kähler-Ricci flow. In the last
two sections of the notes, we will also discuss some results related to the analytic
minimal model program of the first-named author and Tian [ST07, ST12, ST09,
Tian02, Tian08]. The field has been developing at a fast pace in the last several
years, and we mention briefly now some of the ideas.

Ultimately, the goal is to see whether the Kähler-Ricci flow will give a ge-
ometric classification of algebraic varieties. In the case of real 3-manifolds, the
work of Perelman and Hamilton shows that the Ricci flow with surgery, starting
at any Riemannian metric, can be used to break up the manifold into pieces, each
of which has a particular geometric structure. We can ask the same question for
the Kähler-Ricci flow on a projective algebraic variety: starting with any Kähler
metric, will the Kähler-Ricci flow ‘with surgery’ break up the variety into simpler
pieces, each equipped with some canonical geometric structure?

A process of ‘simplifying’ algebraic varieties through surgeries already exists
and is known as the Minimal Model Program. In the case of complex dimension
two, the idea is relatively simple. Start with a variety and find ‘(−1)-curves’
- these are special holomorphic spheres embedded in the variety - and remove
them using an algebraic procedure known as ‘blowing down’. It can be shown
that after a finite number of these algebraic surgeries, the final variety either has a
‘ruled’ structure, or has nef canonical bundle, a condition that can be interpreted
as being ‘nonpositively curved’ in some appropriate sense. This last type of
variety is known as a ‘minimal model’. In higher dimensions, a similar, though
more complicated, process also exists. It turns out that there are many different
ways to arrive at the minimal model by algebraic procedures such as blow-downs.
However, in [BCHM10] Birkar-Cascini-Hacon-McKernan introduced the notion of
the Minimal Model Program with scaling (or MMP with scaling), which, ignoring
some technical assumptions, takes a variety with a ‘polarization’ and describes a
particular sequence of algebraic operations which take it to a minimal model or
a ruled surface (or its higher dimensional analogue). This process seems to be
closely related to the Kähler-Ricci flow, with the polarization corresponding to a
choice of initial Kähler metric.

Starting in 2007, Song-Tian [ST07, ST12, ST09] and Tian [Tian08] proposed
the analytic MMP using the Kähler-Ricci flow with a series of conjectures, and
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showed [ST09] that, in a weak sense, the flow can be continued through singular-
ities related to the MMP with scaling. In the case of complex dimension two, it
was shown by the authors [SW10] that the algebraic procedure of ‘blowing down’
a holomorphic sphere corresponds to a geometric ‘canonical surgical contraction’
for the Kähler-Ricci flow.

Moreover, the minimal model is endowed with an analytic structure. Eyssidieux-
Guedj-Zeriahi [EGZ11] generalized an estimate of Kolodziej [Kol98] (see also the
work of Zhang [Zha06]) to construct singular Kähler-Einstein metrics on mini-
mal models of general type. In the case of smooth minimal models, convergence
of the Kähler-Ricci flow to this metric was already known by the work of Tsuji
in the 1980’s [Tsu88], results which were clarified and extended by Tian-Zhang
[Tzha06]. On Iitaka fibrations, the Kähler-Ricci flow was shown by Song-Tian to
converge to a ‘generalized Kähler-Einstein metric’ [ST07, ST12].

These are very recent developments in a field which we expect is only just
beginning. In these lecture notes we have decided to focus on describing the main
tools and techniques which are now well-established, rather than give expositions
of the most recent advances. In particular, we do not in any serious way address
‘surgery’ for the Kähler-Ricci flow and we only give a sketchy outline of the
Minimal Model Program and its relation to the Kähler-Ricci flow. On the other
hand, we have taken the opportunity to include two new results in these notes:
a detailed description of collapsing along the Kähler-Ricci flow in the case of a
product elliptic surface (Section 3.6) and a description of the Kähler-Ricci flow on
Kähler surfaces (Section 3.8), extending our previous work on algebraic surfaces
[SW10].

We have aimed these notes at the non-expert and have tried to make them as
self-contained and complete as possible. We do not expect the reader to be either
a geometric analyst or an algebraic geometer. We assume only a basic knowledge
of complex manifolds. We hope that these notes will provide enough background
material for the non-expert reader to go on to begin research in this area.

We give now a brief outline of the contents of these notes. In Section 3.1, we
give some preliminaries and background material on Kähler manifolds and cur-
vature, describe some analytic tools such as the maximum principle, and provide
some definitions and results from algebraic geometry. Readers may wish to skip
this section at first and refer back to it if necessary. In Section 3.2, we describe
a number of well-known basic analytic results for the Kähler-Ricci flow. Many
of these results have their origin in the work of Calabi, Yau, Cheng, Aubin and
others [Aub78, Cal58, Cao85, ChengYau75, Yau78b, Yau78]. We include a more
recent argument, due to Phong-Šešum-Sturm [PSS07], for the ‘Calabi third-order’
estimate in the setting of the Kähler-Ricci flow.

In Section 3.3 we prove one of the basic results for the Kähler-Ricci flow:
the flow admits a smooth solution as long as the class of the metric remains
Kähler. The result in this generality is due to Tian-Zhang [Tzha06], extending
earlier results of Cao and Tsuji [Cao85, Tsu88, Tsu96]. In Section 3.4, we give
an exposition of Cao’s work [Cao85] - the first paper on the Kähler-Ricci flow.
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Namely, we describe the behavior of the flow on manifolds with negative or zero
first Chern class. We include in this section the crucial C0 estimate of Yau
[Yau78b]. We give a different proof of convergence in this case, following Phong-
Sturm [PS06]. In Section 3.5, we consider the Kähler-Ricci flow on manifolds
with nef and big canonical bundle. This was first studied by Tsuji [Tsu88] and
demonstrates how one can study the singular behavior of the Kähler-Ricci flow.

In Section 3.6, we address the case of collapsing along the Kähler-Ricci flow
with the example of a product of an elliptic curve and a curve of higher genus.
In Section 3.7, we describe some basic results in the case where a singularity for
the flow occurs at a finite time, including the recent result of Zhang [Zha09] on
the behavior of the scalar curvature. We also describe without proof some of the
results of [SSW11, SW10].

In Section 3.8, we discuss the Kähler-Ricci flow and the Minimal Model Pro-
gram. We give a brief sketch of some of the ideas of the MMP and how the
Kähler-Ricci flow relates to it. We also describe some results from [SW10] and
extend them to the case of Kähler surfaces.
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3.1 Preliminaries

In this section we describe some definitions and results which will be used through-
out the text.

3.1.1 Kähler manifolds

Let M be a compact complex manifold of complex dimension n. We will often
work in a holomorphic coordinate chart U with coordinates (z1, . . . , zn) and write
a tensor in terms of its components in such a coordinate system. We refer the
reader to [GH78, KodMor71] for an introduction to complex manifolds etc.

A Hermitian metric on M is a smooth tensor g = gij such that (gij) is a
positive definite Hermitian matrix at each point of M . Associated to g is a
(1, 1)-form ω given by

ω =

√
−1

2π
gijdz

i ∧ dzj , (3.1.1)

where here and henceforth we are summing over repeated indices from 1 to n.
If dω = 0 then we say that g is a Kähler metric and that ω is the Kähler form
associated to g. Henceforth, whenever, for example, g(t), ĝ, g0, . . . are Kähler
metrics we will use the obvious notation ω(t), ω̂, ω0, . . . for the associated Kähler
forms, and vice versa. Abusing terminology slightly, we will often refer to a
Kähler form ω as a Kähler metric.

The Kähler condition dω = 0 is equivalent to:

∂kgij = ∂igkj , for all i, j, k, (3.1.2)

where we are writing ∂i = ∂/∂zi. The condition (3.1.2) is independent of choice
of holomorphic coordinate system.

For examples of Kähler manifolds, consider complex projective space Pn =
(Cn+1 \ {0})/ ∼ where (z0, . . . , zn) ∼ (z′0, . . . , z

′
n) if there exists λ ∈ C∗ with

zi = λz′i for all i. We denote by [Z0, . . . , Zn] ∈ Pn the equivalence class of
(Z0, . . . , Zn) ∈ Cn+1 \ {0}. Define the Fubini-Study metric ωFS by

ωFS =

√
−1

2π
∂∂ log(|Z0|2 + · · · + |Zn|2). (3.1.3)

Note that although |Z0|2 + · · · + |Zn|2 is not a well-defined function on Pn, ωFS

is a well-defined (1, 1)-form. We leave it as an exercise for the reader to check
that ωFS is Kähler. Moreover, since the restriction of a Kähler metric to a com-
plex submanifold is Kähler, we can produce a large class of Kähler manifolds by
considering complex submanifolds of Pn. These are known as smooth projective
varieties.

Let X = Xi∂i and Y = Y i∂i be T 1,0 and T 0,1 vector fields respectively, and

let a = aidz
i and b = bidz

i be (1, 0) and (0, 1) forms respectively. By definition
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this means that if (z̃1, . . . , z̃n) is another holomorphic coordinate system then on
their overlap,

X̃j = Xi∂z̃
j

∂zi
, Ỹ j = Y i∂z̃

j

∂zi
, ãj = ai

∂zi

∂z̃j
, b̃j = bi

∂zi

∂z̃j
. (3.1.4)

Associated to a Kähler metric g are covariant derivatives ∇k and ∇k which
act on the tensors X,Y, a, b in the following way:

∇kX
i = ∂kX

i + ΓijkX
j , ∇kX

i = ∂kX
i, ∇kY

i = ∂kY
i, ∇kY

i = ∂kY
i + ΓijkY

j ,

(3.1.5)

∇kai = ∂kai − Γjikaj , ∇kai = ∂kai, ∇kbi = ∂kbi, ∇kbi = ∂kbi − Γjikbj , (3.1.6)

where Γijk are the Christoffel symbols given by

Γijk = gℓi∂jgkℓ, (3.1.7)

for (gℓi) the inverse of the matrix (giℓ). Observe that Γijk = Γikj from (3.1.2). The

Christoffel symbols are not the components of a tensor, but ∇kX
i,∇kX

i, . . . do
define tensors, as the reader can verify. Also, if g and ĝ are Kähler metrics with
Christoffel symbols Γijk and Γ̂ijk then the difference Γijk − Γ̂ijk is a tensor.

We extend covariant derivatives to act naturally on any type of tensor. For

example, if W is a tensor with components W ij
k then define

∇mW
ij
k = ∂mW

ij
k + ΓiℓmW

ℓj
k − ΓℓkmW

ij
ℓ , ∇mW

ij
k = ∂mW

ij
k + ΓjℓmW

iℓ
k . (3.1.8)

Note also that the Christoffel symbols are chosen so that ∇kgij = 0.

The metric g defines a pointwise norm | · |g on any tensor. For example, with
X,Y, a, b as above, we define

|X|2g = gijX
iXj , |Y |2g = gijY

j Y i, |a|2g = gjiaiaj , |b|2g = gjibjbi. (3.1.9)

This is extended to any type of tensor. For example, if W is a tensor with

components W ij
k then define |W |2g = gℓkgijgpqW

iq
k W

jp
ℓ .

Finally, note that a Kähler metric g defines a Riemannian metric gR. In
local coordinates, write zi = xi +

√
−1yi, so that ∂zi = 1

2(∂xi −
√
−1∂yi) and

∂
zi

= 1
2(∂xi +

√
−1∂yi). Then

gR(∂xi , ∂xj ) = 2Re(gij) = gR(∂yi , ∂yj ), gR(∂xi , ∂yj ) = 2Im(gij). (3.1.10)

We will typically write g instead of gR.
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3.1.2 Normal coordinates

The following proposition is very useful in computations.

Proposition 3.1.1. Let g be a Kähler metric on M and let S = Sij be a tensor

which is Hermitian (that is Sij = Sji.) Then at each point p on M there exists a
holomorphic coordinate system centered at p such that,

gij(p) = δij , Sij(p) = λiδij , ∂kgij(p) = 0, ∀ i, j, k = 1, . . . , n, (3.1.11)

for some λ1, . . . , λn ∈ R, where δij is the Kronecker delta.

Proof. It is an exercise in linear algebra to check that we can find a coordinate
system (z1, . . . , zn) centered at p (so that p 7→ 0) satisfying the first two condi-
tions: g is the identity at p and S is diagonal at p. Indeed this amounts to the
fact that a Hermitian matrix can be diagonalized by a unitary transformation.

For the last condition we make a change of coordinates. Define coordinates
(z̃1, . . . , z̃n) in a neighborhood of p by

zi = z̃i − 1

2
Γijk(0)z̃j z̃k, for i = 1, . . . , n. (3.1.12)

Writing g̃ij , S̃ij for the components of g, S with respect to (z̃1, . . . , z̃n) we see

that g̃ij(0) = gij(0) and S̃ij(0) = Sij(0) since ∂zi/∂z̃j(0) = δij . It remains to
check that the first derivatives of g̃ij vanish at 0. Compute at 0,

∂

∂z̃k
g̃ij =

∂

∂z̃k

(
∂za

∂z̃i
∂zb

∂z̃j
gab

)

=
∂2za

∂z̃k∂z̃i
∂zb

∂z̃j
gab +

∂za

∂z̃i
∂zb

∂z̃j
∂zm

∂z̃k
∂

∂zm
gab

= −Γjik +
∂

∂zk
gij = 0, (3.1.13)

as required. �
We call a holomorphic coordinate system centered at p satisfying gij(p) = δij

and ∂kgij(p) = 0 a normal coordinate system for g centered at p. It implies in
particular that the Christoffel symbols of g vanish at p. Proposition 3.1.1 states
that we can find a normal coordinate system for g at any point p, and that
moreover we can simultaneously diagonalize any other Hermitian tensor (such as
another Kähler metric) at that point.

3.1.3 Curvature

Define the curvature tensor of the Kähler metric g to be the tensor

R m
i kℓ

= −∂ℓΓ
m
ik. (3.1.14)
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The reader can verify that this does indeed define a tensor on M . We often lower
the second index using the metric g and define

Rijkℓ = gmjR
m
i kℓ

, (3.1.15)

an object which we also refer to as the curvature tensor. In addition, we can
lower or raise any index of curvature using the metric g. For example, R qp

ij
:=

gqkgℓpRijkℓ.

Using the formula for the Christoffel symbols and (3.1.2), calculate

Rijkℓ = −∂i∂jgkℓ + gqp(∂igkq)(∂jgpℓ). (3.1.16)

The curvature tensor has a number of symmetries:

Proposition 3.1.2. We have

(i) Rijkℓ = Rjiℓk.

(ii) Rijkℓ = Rkjiℓ = Riℓkj.

(iii) ∇mRijkℓ = ∇iRmjkℓ.

Proof. (i) and (ii) follow immediately from the formula (3.1.16) together with the
Kähler condition (3.1.2). For (iii) we compute at a point p in normal coordinates
for g,

∇mRijkℓ = −∂m∂i∂jgkℓ = −∂i∂m∂jgkℓ = ∇iRmjkℓ, (3.1.17)

as required. �
Parts (ii) and (iii) of Proposition 3.1.2 are often referred to as the first and

second Bianchi identities, respectively. Define the Ricci curvature of g to be the
tensor

Rij := gℓkRijkℓ = gℓkRkℓij = R k
k ij

, (3.1.18)

and the scalar curvature R = gjiRij to be the trace of the Ricci curvature. For
Kähler manifolds, the Ricci curvature takes on a simple form:

Proposition 3.1.3. We have

Rij = −∂i∂j log det g. (3.1.19)

Proof. First, recall the well-known formula for the derivative of the determinant
of a Hermitian matrix. Let A = (Aij) be an invertible Hermitian matrix with

inverse (Aji). If the entries of A depend on a variable s then an application of
Cramer’s rule shows that

d

ds
detA = Aji

(
d

ds
Aij

)
detA. (3.1.20)
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Using this, calculate

Rij = −∂jΓ
k
ki = −∂j(g

qk∂igkq) = −∂j∂i log det g, (3.1.21)

which gives the desired formula. �
Associated to the tensor Rij is a (1, 1) form Ric(ω) given by

Ric(ω) =

√
−1

2π
Rijdz

i ∧ dzj . (3.1.22)

Proposition 3.1.3 implies that Ric(ω) is closed.
We end this subsection by showing that the curvature tensor arises when

commuting covariant derivatives ∇k and ∇ℓ. Indeed, the curvature tensor is
often defined by this property.

Proposition 3.1.4. Let X = Xi∂i, Y = Y i∂i be T 1,0 and T 0,1 vector fields

respectively, and let a = aidz
i and b = bidz

i be (1, 0) and (0, 1) forms respectively.
Then

[∇k,∇ℓ]X
m = R m

i kℓ
Xi (3.1.23)

[∇k,∇ℓ]Y
m = −Rm

jkℓ
Y j (3.1.24)

[∇k,∇ℓ]ai = −R m
i kℓ

am (3.1.25)

[∇k,∇ℓ]bj = Rm
jkℓ
bm, (3.1.26)

where we are writing [∇k,∇ℓ] = ∇k∇ℓ −∇ℓ∇k.

Proof. We prove the first and leave the other three as exercises. Compute at a
point p in a normal coordinate system for g,

[∇k,∇ℓ]X
m = ∂k∂ℓX

m − ∂ℓ(∂kX
m + ΓmkiX

i) = −(∂ℓΓ
m
ik)X

i = R m
i kℓ

Xi,

(3.1.27)

as required. �
Note that the commutation formulae of Proposition 3.1.4 can naturally be

extended to tensors of any type. Finally we remark that, when acting on any
tensor, we have [∇i,∇j ] = 0 = [∇i,∇j ], as the reader can verify.

3.1.4 The maximum principle

There are various notions of ‘maximum principle’. In the setting of the Ricci
flow, Hamilton introduced his maximum principle for tensors [CLN06, Ham82,
Ham95a] which has been exploited in quite sophisticated ways to investigate the
positivity of curvature tensors along the flow (see for example [Bando84, BW08,
BS08, Ham86, Mok88, NiW10]). For our purposes however, we need only a simple
version of the maximum principle.

We begin with an elementary lemma. As above, (M,ω) will be a compact
Kähler manifold.
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Proposition 3.1.5. Let f be a smooth real-valued function on M which achieves
its maximum (minimum) at a point x0 in M . Then at x0,

df = 0 and
√
−1∂∂f ≤ 0 (≥ 0). (3.1.28)

Here, if α =
√
−1aijdz

i ∧ dzj is a real (1, 1)-form, we write α ≤ 0 (≥ 0) to
mean that the Hermitian matrix (aij) is nonpositive (nonnegative). Proposition
3.1.5 is a simple consequence of the fact from calculus that a smooth function
has nonpositive Hessian (and hence nonpositive complex Hessian) and zero first
derivative at its maximum.

Next we introduce the Laplace operator ∆ on functions. Define

∆f = gji∂i∂jf (3.1.29)

for a function f .
In these lecture notes, we will often make use of the trace notation ‘tr’. If

α =
√
−1
2π aijdz

i ∧ dzj is a real (1, 1)-form then we write

tr ωα = gjiaij =
nωn−1 ∧ α

ωn
. (3.1.30)

In this notation, we can write ∆f = tr ω
√
−1
2π ∂∂f .

It follows immediately from this definition that Proposition 3.1.5 still holds if
we replace

√
−1∂∂f ≤ 0 (≥ 0) in (3.1.28) by ∆f ≤ 0 (≥ 0).

For the parabolic maximum principle (which we still call the maximum prin-
ciple) we introduce a time parameter t. The following proposition will be used
many times in these lecture notes.

Proposition 3.1.6. Fix T > 0. Let f = f(x, t) be a smooth function on M ×
[0, T ]. If f achieves its maximum (minimum) at (x0, t0) ∈M × [0, T ] then either
t0 = 0 or at (x0, t0),

∂f

∂t
≥ 0 (≤ 0) and df = 0 and

√
−1∂∂f ≤ 0 (≥ 0). (3.1.31)

Proof. Exercise for the reader. �
We remark that, in practice, one is usually given a function f defined on

a half-open time interval [0, T ) say, rather than a compact interval. To apply
this proposition it may be necessary to fix an arbitrary T0 ∈ (0, T ) and work
on [0, T0]. Since we use this procedure many times in the notes, we will often
omit to mention the fact that we are restricting to such a compact interval. Note
also that Propositions 3.1.5 and 3.1.6 still hold with M replaced by an open set
U ⊆M as long as the maximum (or minimum) of f is achieved in the interior of
the set U .

We end this section with a useful application of the maximum principle in the
case where f satisfies a heat-type differential inequality.
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Proposition 3.1.7. Fix T with 0 < T ≤ ∞. Suppose that f = f(x, t) is a
smooth function on M × [0, T ) satisfying the differential inequality(

d

dt
− ∆

)
f ≤ 0. (3.1.32)

Then sup(x,t)∈M×[0,T ) f(x, t) ≤ supx∈M f(x, 0).

Proof. Fix T0 ∈ (0, T ). For ε > 0, define fε = f − εt. Suppose that fε on
M × [0, T0] achieves its maximum at (x0, t0). If t0 > 0 then by Proposition 3.1.6,

0 ≤
(
d

dt
− ∆

)
fε (x0, t0) ≤ −ε, (3.1.33)

a contradiction. Hence the maximum of fε is achieved at t0 = 0 and

sup
(x,t)∈M×[0,T0]

f(x, t) ≤ sup
(x,t)∈M×[0,T0]

fε(x, t) + εT0 ≤ sup
x∈M

f(x, 0) + εT0. (3.1.34)

Let ε→ 0. Since T0 is arbitrary, this proves the result. �

We remark that a similar result of course holds for the infimum of f if we
replace

(
d
dt − ∆

)
f ≤ 0 by

(
d
dt − ∆

)
f ≥ 0. Finally, note that Proposition 3.1.7

holds, with the same proof, if the Laplace operator ∆ in (3.1.32) is defined with
respect to a metric g = g(t) that depends on t.

3.1.5 Other analytic results and definitions

In this subsection, we list a number of other results and definitions from analysis,
besides the maximum principle, which we will need later. For a good reference,
see [Aub82]. Let (M,ω) be a compact Kähler manifold of complex dimension
n. In these lecture notes, we will be concerned only with smooth functions and
tensors so for the rest of this section assume that all functions and tensors on M
are smooth. The following is known as the Poincaré inequality.

Theorem 3.1.8. There exists a constant CP such that for any real-valued func-
tion f on M with

∫
M fωn = 0, we have∫

M
f2ωn ≤ CP

∫
M

|∂f |2ωn, (3.1.35)

for |∂f |2 = gji∂if∂jf .

We remark that the constant CP is (up to scaling by some universal factor)
equal to λ−1 where λ is the first nonzero eigenvalue of the operator −∆ associated
to g.

Next, we have the Sobolev inequality.



90 CHAPTER 3. INTRODUCTION TO THE KRF

Theorem 3.1.9. Assume n > 1. There exists a uniform constant CS such that
for any real-valued function f on M , we have(∫

M
|f |2βωn

)1/β

≤ CS

(∫
M

|∂f |2ωn +

∫
M

|f |2ωn
)
, (3.1.36)

for β = n/(n− 1) > 1.

We give now some definitions for later use. Given a function f , define the
C0 norm on M to be ∥f∥C0(M) = supM |f |. We give a similar definition for
any subset U ⊂ M . Given a (real) tensor W and a Riemannian metric g, we
define |W |2g by contracting with g, in the obvious way (cf. Section 3.1.1). Define
∥W∥C0(M,g) to be the C0(M) norm of |W |g. If no confusion arises, we will often
drop the M and g in denoting norms.

Given a function f on M , we define for p ≥ 1 the Lp(M,ω) norm with respect
to a Kähler metric ω by

∥f∥Lp(M,ω) =

(∫
M

|f |pωn
)1/p

. (3.1.37)

Note that ∥f∥Lp(M,ω) → ∥f∥C0(M) as p→ ∞.
We use ∇R to denote the (real) covariant derivative of g. Given a function f ,

write ∇m
R f for the tensor with components (in real coordinates) (∇R)i1 · · · (∇R)imf

and similarly for ∇ acting on tensors.
For a function f and a subset U ⊆M , define

∥f∥Ck(U,g) =
k∑

m=0

∥∇m
R f∥C0(U,g), (3.1.38)

and similarly for tensors.
We say that a tensor T has uniform C∞(M, g) bounds if for each k = 0, 1, 2, . . .

there exists a uniform constant Ck such that ∥T∥Ck(M,g) ≤ Ck. Given an open
subset U ⊆ M we say that T has uniform C∞

loc(U, g) bounds if for any compact
subset K ⊆ U there exist constants Ck,K such that ∥T∥Ck(K,g) ≤ Ck,K . We say
that a family of tensors Tt converges in C∞

loc(U, g) to a tensor T∞ if for every
compact K ⊆ U , and each k = 0, 1, 2, . . ., the tensors Tt converge to T∞ in
Ck(K, g).

Given β ∈ (0, 1), define the Hölder norm Cβ(M, g) of a function f by

∥f∥Cβ(M,g) = ∥f∥C0(M) + sup
p̸=q

|f(p) − f(q)|
d(p, q)β

, (3.1.39)

for d the distance function of g. The Cβ(M, g) norm for tensors T is defined
similarly, except that we must use parallel transport with respect to g con-
struct the difference T (p)− T (q). For a positive integer k, define ∥f∥Ck+β(M,g) =

∥f∥Ck(M,g) + ∥∇k
Rf∥Cβ(M,g), and similarly for tensors.



3.1. PRELIMINARIES 91

Finally, we define what is meant by Gromov-Hausdorff convergence. This is a
notion of convergence for metric spaces. Given two subsets A and B of a metric
space (X, d), we define the Hausdorff distance between A and B to be

dH(A,B) = inf{ε > 0 | A ⊆ Bε and B ⊆ Aε} (3.1.40)

where Aε = ∪a∈A{x ∈ X | d(a, x) ≤ ε}. We then define the Gromov-Hausdorff
distance between two compact metric spaces X and Y to be

dGH(X,Y ) = inf
f,g
dH(f(X), g(Y )), (3.1.41)

where the infimum is taken over all isometric embeddings f : X → Z, g : Y → Z
into a metric space Z (for all possible Z). We then say that a family Xt of
compact metric spaces converges in the Gromov-Hausdorff sense to a compact
metric space X∞ if the Xt converge to X∞ with respect to dGH.

3.1.6 Dolbeault cohomology, line bundles and divisors

In this section we introduce cohomology classes, line bundles, divisors, Hermi-
tian metrics etc. Good references for this and the next subsection are [GH78,
KodMor71]. Let M be a compact complex manifold. We say that a form α is
∂-closed if ∂α = 0 and ∂-exact if α = ∂η for some form η. Define the Dolbeault
cohomology group H1,1

∂
(M,R) by

H1,1

∂
(M,R) =

{∂-closed real (1,1)-forms}
{∂-exact real (1,1)-forms}

. (3.1.42)

A Kähler metric ω on M defines a nonzero element [ω] of H1,1

∂
(M,R). If a

cohomology class α ∈ H1,1

∂
(M,R) can be written α = [ω] for some Kähler metric

ω then we say that α is a Kähler class and write α > 0.
A basic result of Kähler geometry is the ∂∂-Lemma.

Theorem 3.1.10. Let (M,ω) be a compact Kähler manifold. Suppose that
0 = [α] ∈ H1,1

∂
(M,R) for a real smooth ∂-closed (1, 1)-form α. Then there exists

a real-valued smooth function φ with α =
√
−1
2π ∂∂φ, which is uniquely determined

up to the addition of a constant.

In other words, a real (1, 1)-form α is ∂-exact if and only if it is ∂∂-exact. It is
an immediate consequence of the ∂∂-Lemma that if ω and ω′ are Kähler metrics

in the same Kähler class then ω′ = ω +
√
−1
2π ∂∂φ for some smooth function φ,

which is uniquely determined up to a constant, and sometimes referred to as a
(Kähler) potential.

A line bundle L over M is given by an open cover {Uα} of M together with
collection of transition functions {tαβ} which are holomorphic maps tαβ : Uα ∩
Uβ → C∗ satisfying

tαβtβα = 1, tαβtβγ = tαγ . (3.1.43)
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We identify two such collections of transition functions {tαβ} and {t′αβ} if we

can find holomorphic functions fα : Uα → C∗ with t′αβ = fα
fβ
tαβ . (In addition, we

also need to identify ({Uα}, {tαβ}), ({U ′
γ}, {t′γδ}) whenever {U ′

γ} is a refinement of
{Uα} and the t′γδ are restrictions of the tαβ . We will not dwell on technical details
about refinements etc and instead refer the reader to [GH78] or [KodMor71].)
Given line bundles L,L′ with transition functions {tαβ}, {t′αβ} write LL′ for the
new line bundle with transition functions {tαβt′αβ}. Similarly, for any m ∈ Z, we

define line bundles Lm by {tmαβ}. We call L−1 the inverse of L. Sometimes we
use the additive notation for line bundles, writing L+L′ for LL′ and mL for Lm.

A holomorphic section s of L is a collection {sα} of holomorphic maps sα :
Uα → C satisfying the transformation rule sα = tαβsβ on Uα ∩ Uβ. A Hermitian
metric h on L is a collection {hα} of smooth positive functions hα : Uα → R
satisfying the transformation rule hα = |tβα|2hβ on Uα∩Uβ. Given a holomorphic
section s and a Hermitian metric h, we can define the pointwise norm squared of
s with respect to h by |s|2h = hαsαsα on Uα. The reader can check that |s|2h is a
well-defined function on M .

We define the curvature Rh of a Hermitian metric h on L to be the closed
(1, 1) form on M given by Rh = −

√
−1
2π ∂∂ log hα on Uα. Again, we let the reader

check that this is well-defined. Define the first Chern class c1(L) of L to be
the cohomology class [Rh] ∈ H1,1

∂
(M,R). Since any two Hermitian metrics h, h′

on L are related by h′ = he−φ for some smooth function φ, we see that Rh′ =

Rh+
√
−1
2π ∂∂φ and hence c1(L) is well-defined independent of choice of Hermitian

metric. Note that if h is a Hermitian metric on L then hm is a Hermitian metric
on Lm and c1(L

m) = mc1(L).

Every complex manifold M is equipped with a line bundle KM , known as the

canonical bundle, whose transition functions are given by tαβ = det
(
∂ziβ/∂z

j
α

)
on Uα ∩ Uβ, where Uα are coordinate charts for M with coordinates z1α, . . . , z

n
α.

If g is a Kähler metric (or more generally, a Hermitian metric) on M then hα =
det(gα

ij
)−1 on Uα defines a Hermitian metric on KM . The inverse K−1

M of KM

is sometimes called the anti-canonical bundle. Its first Chern class c1(K
−1
M ) is

called the first Chern class of M and is often denoted by c1(M). It follows from
Proposition 3.1.3 and the above definitions that c1(M) = [Ric(ω)] for any Kähler
metric ω on M .

We now discuss divisors on M . First, we say that a subset V of M is an
analytic hypersurface if V is locally given as the zero set {f = 0} of a locally
defined holomorphic function f . In general, V may not be a submanifold. Denote
by V reg the set of points p ∈ V for which V is a submanifold of M near p. We
say that V is irreducible if V reg is connected. A divisor D on M is a formal finite
sum

∑
i aiVi where ai ∈ Z and each Vi is an irreducible analytic hypersurface of

M . We say that D is effective if the ai are all nonnegative. The support of D is
the union of the Vi for each i with ai ̸= 0.

Given a divisor D we define an associated line bundle as follows. Suppose
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that D is given by local defining functions fα (vanishing on D to order 1) over
an open cover Uα. Define transition functions tαβ = fα/fβ on Uα ∩ Uβ. These
are holomorphic and nonvanishing in Uα ∩Uβ, and satisfy (3.1.43). Write [D] for
the associated line bundle, which is well-defined independent of choice of local
defining functions. Note that the map D 7→ [D] is not injective. Indeed if D ̸= 0
is defined by a meromorphic function f on M then [D] is trivial.

As an example: associated to a hyperplane {Zi = 0} in Pn is the line bundle
H, called the hyperplane bundle. Taking the open cover Uα = {Zα ̸= 0}, the
hyperplane is given by Zi/Zα = 0 in Uα. Thus we can define H by the transition
functions tαβ = Zβ/Zα. Define a Hermitian metric hFS on H by

(hFS)α =
|Zα|2

|Z0|2 + · · · + |Zn|2
on Uα. (3.1.44)

Notice that RhFS
= ωFS. The canonical bundle of Pn is given by KPn = −(n+1)H

and c1(Pn) = (n+ 1)[ωFS] > 0. The line bundle H is sometimes written O(1).

3.1.7 Notions of positivity of line bundles

Let L be a line bundle over a compact Kähler manifold (M,ω). We say that L is
positive if c1(L) > 0. This is equivalent to saying that there exists a Hermitian
metric h on L for which Rh is a Kähler form.

The Kodaira Embedding Theorem relates the positivity of L with embeddings
of M into projective space via sections of L. More precisely, write H0(M,L) for
the vector space of holomorphic sections of L. This is finite dimensional if not
empty. We say that L is very ample if for any ordered basis s = (s0, . . . , sN ) of
H0(M,L), the map ιs : M → PN given by

ιs(x) = [s0(x), . . . , sN (x)], (3.1.45)

is well-defined and an embedding. Note that s0(x), . . . , sN (x) are not well-defined
as elements of C, but [s0(x), . . . , sN (x)] is a well-defined element of PN as long
as not all the si(x) vanish. We say that L is ample if there exists a positive
integer m0 such that Lm is very ample for all m ≥ m0. The Kodaira Embedding
Theorem states:

Theorem 3.1.11. L is ample if and only if L is positive.

The hard part of this theorem is the ‘if’ direction. For the other direction,
assume that Lm is very ample, with (s0, . . . , sN ) a basis of H0(M,Lm). Since M
is a submanifold of Pn, we see that ι∗sωFS is a Kähler form on M and if h is any
Hermitian metric on Lm then by definition of ιs,

ι∗sωFS = −
√
−1

2π
∂∂ log h+

√
−1

2π
∂∂ log(|s0|2h + · · · + |sN |2h) = Rh +

√
−1

2π
∂∂f,

(3.1.46)
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for a globally defined function f . This implies that 1
m ι

∗
sωFS ∈ c1(L) and hence

c1(L) > 0.
We say that a line bundle L is globally generated if for each x ∈ M there

exists a holomorphic section s of L such that s(x) ̸= 0. If L is globally generated
then given an ordered basis s = (s0, . . . , sN ) of holomorphic sections of L, we
have a well-defined holomorphic map ιs : M → PN given by (3.1.45) (although it
is not necessarily an embedding). We say that a line bundle L is semi-ample if
there exists a positive integer m0 such that Lm0 is globally generated. Observe
that if L is semi-ample then, by considering again the pull-back of ωFS to M by
an appropriate map ιs, there exists a Hermitian metric h on L such that Rh is a
nonnegative (1,1)-form. That is, c1(L) contains a nonnegative representative.

We next discuss the pairing of line bundles with curves in M . By a curve in
M we mean an analytic subvariety of dimension 1. If C is smooth, then we define

L · C =

∫
C
Rh, (3.1.47)

where h is any Hermitian metric on L. By Stokes’ Theorem, L ·C is independent
of choice of h. If C is not smooth then we integrate over Creg, the smooth part of
C (Stokes’ Theorem still holds - see for example [GH78], p.33). We can also pair
a divisor D with a curve by setting D · C = [D] · C, and we may pair a general
element α ∈ H1,1(M,R) with a curve C by setting α · C =

∫
C η for η ∈ α.

We say that a line bundle L is nef if L ·C ≥ 0 for all curves C in M (‘nef’ is
an abbreviation of either ‘numerically eventually free’ or ‘numerically effective’,
depending on whom you ask). It follows immediately from the definitions that:

L ample ⇒ L semi-ample ⇒ L nef. (3.1.48)

We may also pair a line bundle with itself n times, where n is the complex
dimension of M . Define

c1(L)n :=

∫
M

(Rh)n. (3.1.49)

Moreover, given any α ∈ H1,1(M,R) we define αn =
∫
M ηn for η ∈ α.

Assume now that M is a smooth projective variety. We say that a line bundle
L on M is big if there exist constants m0 and c > 0 such that dimH0(M,Lm) ≥
cmn for all m ≥ m0. It follows from the Riemann-Roch Theorem (see [Ha77,
Laz04], for example) that a nef line bundle is big if and only if c1(L)n > 0. It
follows that an ample line bundle is both nef and big. If M has KM big then we
say that M is of general type. If M has KM nef then we say that M is a smooth
minimal model.

We define the Kodaira dimension of M to be the infimum of κ ∈ [−∞,∞)
such that there exists a constant C with dimH0(M,Km

M ) ≤ Cmκ for all positive
m. In the special case that all H0(M,Km

M ) are empty, we have κ = −∞. The
largest possible value of κ is n. We write kod(M) for the Kodaira dimension κ of
M . Thus if M is of general type then kod(M) = n. If M is Fano, which means
that c1(M) > 0 then kod(M) = −∞.
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If KM is semi-ample then for m sufficiently large, the map ιs : M → PN
given by sections of Km

M has image a subvariety Y , which is uniquely determined
up to isomorphism. Y is called the canonical model of M and dimY = kod(M)
[Laz04].

We now quote some results from algebraic geometry:

Theorem 3.1.12. Let M be a projective algebraic manifold.

(i) Let α be a Kähler class and let L be a nef line bundle. Then α+ s c1(L) is
Kähler for all s > 0.

(ii) (Kawamata’s Base Point Free Theorem) If L is nef and aL−KX is nef and
big for some a > 0 then L is semi-ample.

(iii) (Kodaira’s Lemma) Let L be a nef and big line bundle on M . Then there
exists an effective divisor E and δ > 0 such that c1(L) − εc1([E]) > 0 for
all ε ∈ (0, δ].

Proof. For part (i), see for example Proposition 6.2 in [Dem96] or Corollary 1.4.10
in [Laz04]. For part (ii), see [KMM87, Shok85]. For part (iii), see for example
p.43 of [Dem96]. �

It will be useful to gather here some results from complex surfaces which we
will make use of later. First we have the Adjunction Formula for surfaces. See
for example [GH78] or [BHPV].

Theorem 3.1.13. Let M be a Kähler surface, with C an irreducible smooth
curve in M . Then if g(C) is the genus of C, we have

1 +
KM · C + C · C

2
= g(C). (3.1.50)

Moreover, if C is an irreducible, possibly singular, curve in M , we have

1 +
KM · C + C · C

2
≥ 0, (3.1.51)

with equality if and only if C is smooth and isomorphic to P1.

Note that C · C is well-defined, since M has complex dimension 2 and so C
is both a curve and a divisor. We may write C2 instead of C · C. Generalizing
the intersection pairing, we have the cup product form on H1,1(M,R) given by
α · β =

∫
M α ∧ β. Again, we write α2 instead of α · α. A divisor D in M defines

an element of H1,1(M,R) by D 7→ [Rh] ∈ H1,1(M,R) for h a Hermitian metric
on the line bundle [D], and this is consistent with our previous definitions.

We have the Hodge Index Theorem for Kähler surfaces (see for example The-
orem IV.2.14 of [BHPV] or p.470 of [GH78]).
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Theorem 3.1.14. The cup product form on H1,1(M,R) is non-degenerate of
type (1, k − 1), where k is the dimension of H1,1(M,R). In particular, if α ∈
H1,1(M,R) satisfies α2 > 0 then for any β ∈ H1,1(M,R),

α · β = 0 ⇒ β2 < 0 or β = 0. (3.1.52)

Finally, we state the Nakai-Moishezon criterion for Kähler surfaces, due to
Buchdahl and Lamari [Buch99, Lam99].

Theorem 3.1.15. Let M be a Kähler surface and β be a Kähler class on M . If
α ∈ H1,1(M,R) is a class satisfying

α2 > 0, α · β > 0, α · C > 0

for every irreducible curve C on M , then α is a Kähler class on M .

A generalization of this to Kähler manifolds of any dimension was established
by Demailly-Paun [DemPaun04].

3.2 General estimates for the Kähler-Ricci flow

In this section we introduce the Kähler-Ricci flow equation. We derive a number
of fundamental evolution equations and estimates for the flow which will be used
extensively throughout these notes. In addition, we discuss higher order estimates
for the flow.

3.2.1 The Kähler-Ricci flow

Let (M,ω0) be a compact Kähler manifold of complex dimension n. A solution of
the Kähler-Ricci flow on M starting at ω0 is a family of Kähler metrics ω = ω(t)
solving

d

dt
ω = −Ric(ω), ω|t=0 = ω0. (3.2.1)

Note that this differs from Hamilton’s equation (3.0.1) by a factor of 2: see
Remark 3.2.11.

For later use it will be convenient to consider a more general equation than
(3.2.1), namely

d

dt
ω = −Ric(ω) − νω, ω|t=0 = ω0, (3.2.2)

where ν is a fixed real number which we take to be either ν = 0 or ν = 1. As
we will discuss later in Section 3.4, the case ν = 1 corresponds to a rescaling of
(3.2.1). When ν = 1 we call (3.2.2) the normalized Kähler-Ricci flow.

We have the following existence and uniqueness result.

Theorem 3.2.1. There exists a unique solution ω = ω(t) to (3.2.2) on some
maximal time interval [0, T ) for some T with 0 < T ≤ ∞.
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Since the case ν = 1 is a rescaling of (3.2.1), it suffices to consider (3.2.1). We
will provide a proof of this in Section 3.3, and show in addition that T can be
prescribed in terms of the cohomology class of [ω0] and the manifold M . Theorem
3.2.1 also follows from the well-known results of Hamilton. Indeed we can use the
short time existence result of Hamilton [Ham82] (see also [Det83]) to obtain a
maximal solution to the Ricci flow d

dtgij = −Rij on [0, T ) starting at g0 for some
T > 0. Since the Ricci flow preserves the Kähler condition (see e.g. [Ham95a]),
g(t) solves (3.2.1) on [0, T ). Note that this argument does not explicitly give us
the value of T .

A remark about notation. When we write tensorial objects such as curvature
tensors Rijkℓ, covariant derivatives ∇i, Laplace operators ∆, we refer to the
objects corresponding to the evolving metric ω = ω(t), unless otherwise indicated.

3.2.2 Evolution of scalar curvature

Let ω = ω(t) be a solution to the Kähler-Ricci flow (3.2.2) on [0, T ) for T with
0 < T ≤ ∞. We compute the well-known evolution of the scalar curvature.

Theorem 3.2.2. The scalar curvature R of ω = ω(t) evolves by

d

dt
R = ∆R+ |Ric(ω)|2 + νR, (3.2.3)

where |Ric(ω)|2 = gℓigjkRijRkℓ. Hence the scalar curvature has a lower bound

R(t) ≥ −νn− C0e
−νt, (3.2.4)

for C0 = − infM R(0) − νn.

Proof. Taking the trace of the evolution equation (3.2.2) gives

gℓk
d

dt
gkℓ = −R− νn. (3.2.5)

Since R = −gji∂i∂j log det g we have

d

dt
R = −gji∂i∂j

(
gℓk

d

dt
gkℓ

)
−
(
d

dt
gji
)
∂i∂j log det g (3.2.6)

= ∆R+ gℓigjkRkℓRij + νR, (3.2.7)

as required. For (3.2.4), we use the elementary fact that n|Ric(ω)|2 ≥ R2 to
obtain (

d

dt
− ∆

)
R ≥ 1

n
R(R+ νn) =

1

n
(R+ νn)2 − ν(R+ νn). (3.2.8)

Hence (
d

dt
− ∆

)
(eνt(R+ νn)) ≥ 0. (3.2.9)
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By the maximum principle (see Proposition 3.1.7 and the remark following it),
the quantity eνt(R + νn) is bounded below by infM R(0) + νn, its value at time
t = 0. �

We remark that although we used the Kähler condition to prove Theorem
3.2.2, in fact it holds in full generality for the Riemannian Ricci flow [Ham82]
(see also [ChowKnopf]).

Theorem 3.2.2 implies a bound on the volume form of the metric.

Corollary 3.2.3. Let ω = ω(t) be a solution of (3.2.2) on [0, T ) and C0 as in
Theorem 3.2.2.

(i) If ν = 0 then
ωn(t) ≤ eC0tωn(0). (3.2.10)

In particular, if T is finite then the volume form ωn(t) is uniformly bounded
from above for t ∈ [0, T ).

(ii) If ν = 1 there exists a uniform constant C such that

ωn(t) ≤ eC0(1−e−t)ωn(0). (3.2.11)

In particular, the volume form ωn(t) is uniformly bounded from above for
t ∈ [0, T ).

Proof. We have

d

dt
log

ωn(t)

ωn(0)
= gji

d

dt
gij = −R− νn ≤ C0e

−νt. (3.2.12)

Integrating in time, we obtain (3.2.10) and (3.2.11). �

3.2.3 Evolution of the trace of the metric

We now prove an estimate for the trace of the metric along the Kähler-Ricci flow.
This is originally due to Cao [Cao85] and is the parabolic version of an estimate for
the complex Monge-Ampère equation due to Yau and Aubin [Aub78, Yau78]. We
give the estimate in the form of an evolution inequality. We begin by computing
the evolution of tr ω̂ω, the trace of ω with respect to a fixed metric ω̂, using the
notation of Section 3.1.4.

Proposition 3.2.4. Let ω̂ be a fixed Kähler metric on M , and let ω = ω(t) be a
solution to the Kähler-Ricci flow (3.2.2). Then(

d

dt
− ∆

)
trω̂ ω = −ν trω̂ ω − gℓkR̂ ji

kℓ
gij − ĝjigqpgℓk∇̂igpℓ∇̂jgkq, (3.2.13)

where R̂ ji

kℓ
, ∇̂ denote the curvature and covariant derivative with respect to ĝ.
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Proof. Compute using normal coordinates for ĝ and the formula (3.1.16),

∆tr ω̂ω = gℓk∂k∂ℓ(ĝ
jigij)

= gℓk(∂k∂ℓ ĝ
ji)gij + gℓkĝji∂k∂ℓgij

= gℓkR̂ ji

kℓ
gij − ĝjiRij + ĝjigqpgℓk∂igpℓ∂jgkq, (3.2.14)

and

d

dt
tr ω̂ω = −ĝjiRij − ν tr ω̂ω, (3.2.15)

and combining these gives (3.2.13). �

We use Proposition 3.2.4 to prove the following estimate, which will be used
frequently in the sequel:

Proposition 3.2.5. Let ω̂ be a fixed Kähler metric on M , and let ω = ω(t) be a
solution to (3.2.2). Then there exists a constant Ĉ depending only on the lower
bound of the bisectional curvature for ĝ such that

(
d

dt
− ∆

)
log trω̂ ω ≤ Ĉtrω ω̂ − ν. (3.2.16)

Proof. First observe that for a positive function f ,

∆ log f =
∆f

f
−

|∂f |2g
f2

. (3.2.17)

It follows immediately from Proposition 3.2.4 that

(
d

dt
− ∆

)
log tr ω̂ω

=
1

tr ω̂ω

(
−νtr ω̂ω − gℓkR̂ ji

kℓ
gij +

|∂tr ω̂ω|2g
tr ω̂ω

− ĝjigqpgℓk∇̂igpℓ∇̂jgkq

)
.(3.2.18)

We claim that

|∂tr ω̂ω|2g
tr ω̂ω

− ĝjigqpgℓk∇̂igpℓ∇̂jgkq ≤ 0. (3.2.19)

To prove this we choose normal coordinates for ĝ for which g is diagonal. Compute
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using the Cauchy-Schwarz inequality

|∂tr ω̂ω|2g =
∑
i

gii∂i

∑
j

gjj

 ∂i

(∑
k

gkk

)

=
∑
j,k

∑
i

gii(∂igjj)(∂igkk)

≤
∑
j,k

(∑
i

gii|∂igjj |
2

)1/2(∑
i

gii|∂igkk|
2

)1/2

=

∑
j

(∑
i

gii|∂igjj |
2

)1/2
2

=

∑
j

√
gjj

(∑
i

giigjj |∂igjj |
2

)1/2
2

≤
∑
ℓ

gℓℓ

∑
i,j

giigjj |∂jgij |
2

≤ (tr ω̂ω)
∑
i,j,k

giigjj∂kgij∂kgji, (3.2.20)

where in the second-to-last line we used the Kähler condition to give ∂igjj = ∂jgij .
The inequality (3.2.20) gives exactly (3.2.19)

We can now complete the proof of the proposition. Define a constant Ĉ by

Ĉ = − inf
x∈M

{R̂iijj(x) | {∂z1 , . . . , ∂zn} is orthonormal w.r.t. ĝ at x, i, j = 1, . . . , n},
(3.2.21)

which is finite since we are taking the infimum of a continuous function over a
compact set.

Then computing at a point using normal coordinates for ĝ for which the metric
g is diagonal we have

gℓkR̂ ji

kℓ
gij =

∑
k,i

gkkR̂kkiigii ≥ −Ĉ
∑
k

gkk
∑
i

gii = −Ĉ(tr ω̂ω)(tr ωω̂). (3.2.22)

Combining (3.2.18), (3.2.19) and (3.2.22) yields (3.2.16). �

3.2.4 The parabolic Schwarz Lemma

In this section we prove the parabolic Schwarz lemma of [ST07]. This is a
parabolic version of Yau’s Schwarz lemma [Yau78b]. We state it here in the
form of an evolution inequality.
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Theorem 3.2.6. Let f : M → N be a holomorphic map between compact
complex manifolds M and N of complex dimension n and κ respectively. Let
ω0 and ωN be Kähler metrics on M and N respectively and let ω = ω(t) be a
solution of (3.2.2) on M × [0, T ), namely

d

dt
ω = −Ric(ω) − νω, ω|t=0 = ω0, (3.2.23)

for t ∈ [0, T ), with either ν = 0 or ν = 1. Then for all points of M × [0, T ) with
trω(f∗ωN ) positive we have(

d

dt
− ∆

)
log trω(f∗ωN ) ≤ CN trω(f∗ωN ) + ν, (3.2.24)

where CN is an upper bound for the bisectional curvature of ωN .

Observe that a simple maximum principle argument immediately gives the
following consequence which the reader will recognize as similar to the conclusion
of Yau’s Schwarz lemma.

Corollary 3.2.7. If the bisectional curvature of ωN has a negative upper bound
CN < 0 on N then there exists a constant C > 0 depending only on CN , ω0, ωN
and ν such that trω(f∗ωN ) ≤ C on M × [0, T ) and hence

ω ≥ 1

C
f∗ωN , on M × [0, T ). (3.2.25)

In practice, we will find the inequality (3.2.24) more useful than this corollary,
since the assumption of negative bisectional curvature is rather strong. For the
proof of Theorem 3.2.6, we will follow quite closely the notation and calculations
given in [ST07].

Proof of Theorem 3.2.6. Fix x in M with f(x) = y ∈ N , and choose normal
coordinate systems (zi)i=1,...,n for g centered at x and (wα)α=1,...,κ for gN centered
at y. The map f is given locally as (f1, . . . , fκ) for holomorphic functions fα =
fα(z1, . . . , zn). Write fαi for ∂

∂zi
fα. To simplify notation we write the components

of gN as hαβ instead of (gN )αβ. The components of the tensor f∗gN are then

fαi f
β
j hαβ and hence tr ω(f∗ωN ) = gjifαi f

β
j hαβ. Writing u = tr ω(f∗ωN ) > 0, we

compute at x,

∆u = gℓk∂k∂ℓ

(
gjifαi f

β
j hαβ

)
= Rjifαi f

β
j hαβ + gℓkgji(∂kf

α
i )(∂ℓf

β
j )hαβ − gℓkgjiSαβγδf

α
i f

β
j f

γ
k f

δ
ℓ , (3.2.26)

for Sαβγδ the curvature tensor of gN on N . Next,

d

dt
u = −gℓigjk

(
d

dt
gkℓ

)
fαi f

β
j hαβ = Rjifαi f

β
j hαβ + νu. (3.2.27)
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Combining (3.2.26) and (3.2.27) with (3.2.17), we obtain(
d

dt
− ∆

)
log u =

1

u
gℓkgjiSαβγδf

α
i f

β
j f

γ
k f

δ
ℓ

+
1

u

(
|∂u|2g
u

− gℓkgji(∂kf
α
i )(∂ℓf

β
j )hαβ

)
+ ν. (3.2.28)

If CN is an upper bound for the bisectional curvature of gN we see that

gℓkgjiSαβγδf
α
i f

β
j f

γ
k f

δ
ℓ ≤ CNu

2, (3.2.29)

and hence (3.2.24) will follow from the inequality

|∂u|2g
u

− gℓkgji(∂kf
α
i )(∂ℓf

β
j )hαβ ≤ 0. (3.2.30)

The inequality (3.2.30) is analogous to (3.2.19) and the proof is almost identical.
Indeed, at the point x,

|∂u|2g =
∑

i,j,k,α,β

fαi f
β
j ∂kf

α
i ∂kf

β
j

≤
∑
i,j,α,β

|fαi ||f
β
j |

(∑
k

|∂kfαi |2
)1/2(∑

ℓ

|∂ℓfβj |
2

)1/2

=

∑
i,α

|fαi |

(∑
k

|∂kfαi |2
)1/2

2

≤

∑
j,β

|fβj |
2

∑
i,k,α

|∂kfαi |2
 = u gℓkgji(∂kf

α
i )(∂ℓf

β
j )hαβ, (3.2.31)

which gives (3.2.30). �

3.2.5 The 3rd order estimate

In this section we prove the so-called ‘3rd order’ estimate for the Kähler-Ricci
flow assuming that the metric is uniformly bounded. By 3rd order estimate
we mean an estimate on the first derivative of the Kähler metric, which is of
order 3 in terms of the potential function. Since the work of Yau [Yau78] on the
elliptic Monge-Ampère equation, such estimates have often been referred to as
Calabi estimates in reference to a well-known calculation of Calabi [Cal58]. There
are now many generalizations of the Calabi estimate [Cher87, ShW11, Tos10b,
TWY08, ZhaZha11]. A parabolic Calabi estimate was applied to the Kähler-Ricci
flow in [Cao85]. Phong-Šešum-Sturm [PSS07] later gave a succinct and explicit
formula, which we will describe here.
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Let ω = ω(t) be a solution of the normalized Kähler-Ricci flow (3.2.2) on
[0, T ) for 0 < T ≤ ∞ and let ω̂ be a fixed Kähler metric on M . We wish to
estimate the quantity S = |∇̂g|2 where ∇̂ is the covariant derivative with respect
to ĝ and the norm | · | is taken with respect to the evolving metric g. Namely

S = gjigℓkgqp∇̂igkq∇̂jgℓp. (3.2.32)

Define a tensor Ψk
ij by

Ψk
ij := Γkij − Γ̂kij = gℓk∇̂igjℓ. (3.2.33)

We may rewrite S as

S = |Ψ|2 = gjigqpgkℓΨ
k
ipΨ

ℓ
jq. (3.2.34)

We have the following key equality of Phong-Šešum-Sturm [PSS07].

Proposition 3.2.8. With the notation above, S evolves by(
d

dt
− ∆

)
S = −|∇Ψ|2 − |∇Ψ|2 + ν|Ψ|2 − 2Re

(
gjigqpgkℓ∇

bR̂ k
ibp

Ψℓ
jq

)
,

(3.2.35)

where ∇b = gba∇a and R̂ k
ibp

:= ĝmkR̂ibpm.

Proof. Compute

∆S = gjigqpgkℓ

(
(∆Ψk

ip)Ψ
ℓ
jq + Ψk

ip(∆Ψℓ
jq)
)

+ |∇Ψ|2 + |∇Ψ|2, (3.2.36)

where we are writing ∆ = gba∇a∇b for the ‘rough’ Laplacian and ∆ = gba∇b∇a

for its conjugate. While ∆ and ∆ agree when acting on functions, they differ in
general when acting on tensors. In particular, using the commutation formulae
(see Section 3.1.3),

∆Ψℓ
jq = ∆Ψℓ

jq +R b
j Ψℓ

bq +R b
q Ψℓ

jb −R ℓ
b Ψb

jq. (3.2.37)

Combining (3.2.36) and (3.2.37),

∆S = 2Re
(
gjigqpgkℓ(∆Ψk

ip)Ψ
ℓ
jq

)
+ |∇Ψ|2 + |∇Ψ|2

+RjigqpgkℓΨ
k
ipΨ

ℓ
jq + gjiRqpgkℓΨ

k
ipΨ

ℓ
jq − gjigqpRkℓΨ

k
ipΨ

ℓ
jq (3.2.38)

We now compute the time derivative of S given by (3.2.34). We claim that

d

dt
Ψk
ip = ∆Ψk

ip −∇bR̂ k
ibp

. (3.2.39)

Given this, together with

d

dt
gji = Rji + νgji,

d

dt
gkℓ = −Rkℓ − νgkℓ, (3.2.40)
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we obtain

d

dt
S = 2Re

(
gjigqpgkℓ

(
∆Ψk

ip −∇bR̂ k
ibp

)
Ψℓ
jq

)
+RjigqpgkℓΨ

k
ipΨ

ℓ
jq

+ gjiRqpgkℓΨ
k
ipΨ

ℓ
jq − gjigqpRkℓΨ

k
ipΨ

ℓ
jq + ν|Ψ|2. (3.2.41)

Then (3.2.35) follows from (3.2.38) and (3.2.41).
To establish (3.2.39), compute

d

dt
Ψk
ip =

d

dt
Γkip = −∇iR

k
p . (3.2.42)

On the other hand,

∇bΨ
k
ip = ∂b(Γ

k
ip − Γ̂kip) = R̂ k

ibp
−R k

ibp
, (3.2.43)

and hence
∆Ψk

ip = gba∇a∇bΨ
k
ip = ∇bR̂ k

ibp
−∇iR

k
p . (3.2.44)

where for the last equality we have used the second Bianchi identity (part (iii) of
Proposition 3.1.2). Then (3.2.39) follows from (3.2.42) and (3.2.44). �

Using this evolution equation together with Proposition 3.2.4, we obtain a
third order estimate assuming a metric bound.

Theorem 3.2.9. Let ω = ω(t) solve (3.2.2) and assume that there exists a
constant C0 > 0 such that

1

C0
ω0 ≤ ω ≤ C0ω0. (3.2.45)

Then there exists a constant C depending only on C0 and ω0 such that

S := |∇g0g|2 ≤ C. (3.2.46)

In addition, there exists a constant C ′ depending only on C0 and ω0 such that(
d

dt
− ∆

)
S ≤ −1

2
|Rm|2 + C ′, (3.2.47)

where |Rm|2 denotes the norm squared of the curvature tensor Rijkℓ.

Proof. We apply (3.2.35). First note that

∇bR̂ k
ibp

= gbr∇̂rR̂
k

ibp
− gbrΨa

irR̂
k

abp
− gbrΨa

prR̂
k

iba
+ gbrΨk

arR̂
a

ibp
. (3.2.48)

Then with ĝ = g0, we have, using (3.2.45),∣∣∣2Re
(
gjigqpgkℓ∇

bR̂ k
ibp

Ψℓ
jq

)∣∣∣ ≤ C1(S +
√
S) ≤ 2C1(S + 1), (3.2.49)
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for some uniform constant C1. Hence for a uniform C2,(
d

dt
− ∆

)
S ≤ −|∇Ψ|2 − |∇Ψ|2 + C2S + C2. (3.2.50)

On the other hand, from Proposition 3.2.4 and the assumption (3.2.45) again,(
d

dt
− ∆

)
tr ω̂ω ≤ C3 −

1

C3
S, (3.2.51)

for a uniform C3 > 0. Define Q = S + C3(1 + C2)tr ω̂ω and compute(
d

dt
− ∆

)
Q ≤ −S + C4, (3.2.52)

for a uniform constant C4. It follows that S is bounded from above at a point at
which Q achieves a maximum, and (3.2.46) follows.

For (3.2.47), observe from (3.2.43) that

|∇Ψ|2 = |R̂ k
ibp

−R k
ibp

|2 ≥ 1

2
|Rm|2 − C5. (3.2.53)

Then (3.2.47) follows from (3.2.50), (3.2.53) and (3.2.46). �

3.2.6 Curvature and higher derivative bounds

In this section we assume that we have a solution ω = ω(t) of (3.2.2) on [0, T )
with 0 < T ≤ ∞ which satisfies the estimates

1

C0
ω0 ≤ ω ≤ C0ω0, (3.2.54)

for some uniform constant C0. We show that the curvature and all derivatives
of the curvature of ω are uniformly bounded, and that we have uniform C∞

estimates of g with respect to the fixed metric ω0. We first compute the evolution
of the curvature tensor.

Lemma 3.2.10. Along the flow (3.2.2), the curvature tensor evolves by

d

dt
Rijkℓ =

1

2
∆RRijkℓ − νRijkℓ +RijabR

ba
kℓ

+RibaℓR
b a
jk

−RiakbR
a b
j ℓ

− 1

2

(
R a
i Rajkℓ +Ra

j
Riakℓ +R a

k Rijaℓ +Ra
ℓ
Rijka

)
(3.2.55)

where we write ∆R = ∆ + ∆ and ∆ = gqp∇p∇q.

Proof. Using the formula d
dtΓ

p
ik = −∇iR

p
k and the Bianchi identity, compute

d

dt
Rijkℓ = −

(
d

dt
gpj

)
∂ℓΓ

p
ik − gpj∂ℓ

(
d

dt
Γpik

)
= −Ra

j
Riakℓ − νRijkℓ + ∇ℓ∇kRij .

(3.2.56)
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Using the Bianchi identity again and the commutation formulae, we obtain

∆Rijkℓ = gba∇a∇ℓRijkb

= gba∇ℓ∇aRijkb + gba[∇a,∇ℓ]Rijkb

= ∇ℓ∇kRij −Rb a
ℓk
Rabij +Rb

ℓ
Rkbij −Rb a

ℓi
Rkbaj +Rb a

ℓ j
Rkbia.

(3.2.57)

And

∆Rijkℓ = gba∇b∇kRijaℓ

= gba∇k∇bRijaℓ + gba[∇b,∇k]Rijaℓ

= ∇ℓ∇kRij + [∇k,∇ℓ]Rij + gba[∇b,∇k]Rijaℓ

= ∇ℓ∇kRij −R a
kℓi

Raj +R b
kℓ j

Rib

+R a b
k i Rbjaℓ −R ab

k j
Ribaℓ +R b

k Rijbℓ −R ab
k ℓ

Rijab. (3.2.58)

Combining (3.2.56), (3.2.57) and (3.2.58) gives (3.2.55) �

In fact we do not need the precise formula (3.2.55) in what follows, but merely
the fact that it has the general form

d

dt
Rm =

1

2
∆RRm − νRm + Rm ∗ Rm + Rc ∗ Rm. (3.2.59)

To clarify notation: if A and B are tensors, we write A ∗B for any linear combi-
nation of products of the tensors A and B formed by contractions on Ai1···ik and
Bj1···jℓ using the metric g. We are writing Rc for the Ricci tensor.

Remark 3.2.11. A word about notation. The operator ∆R is the usual ‘rough’
Laplace operator associated to the Riemannian metric gR defined in (3.1.10).
Hamilton defined his Ricci flow as d

dtgij = −2Rij precisely to remove the factor
of 1

2 appearing in evolution equations such as (3.2.59). In real coordinates, the

Kähler-Ricci flow we consider in these notes is d
dtgij = −Rij.

Lemma 3.2.12. There exists a universal constant C such that(
d

dt
− ∆

)
|Rm|2 ≤ −|∇Rm|2 − |∇Rm|2 + C|Rm|3 − ν|Rm|2, (3.2.60)

and, for all points of M × [0, T ) where |Rm| is not zero,(
d

dt
− ∆

)
|Rm| ≤ C

2
|Rm|2 − ν

2
|Rm|. (3.2.61)
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Proof. The inequality (3.2.60) follows from (3.2.59). Next, note that(
d

dt
− ∆

)
|Rm| =

1

2|Rm|

(
d

dt
− ∆

)
|Rm|2 +

1

4|Rm|3
gji∇i|Rm|2∇j |Rm|2,

(3.2.62)
and

gji∇i|Rm|2∇j |Rm|2 ≤ 2|Rm|2(|∇Rm|2 + |∇Rm|2). (3.2.63)

Then (3.2.61) follows from (3.2.60) and (3.2.63). �
We combine this result with the third order estimate from Section 3.2.5 to

obtain:

Theorem 3.2.13. Let ω = ω(t) solve (3.2.2) and assume that there exists a
constant C0 > 0 such that

1

C0
ω0 ≤ ω ≤ C0ω0. (3.2.64)

Then there exists a constant C depending only on C0 and ω0 such that

|Rm|2 ≤ C. (3.2.65)

In addition, there exists a constant C ′ depending only on C0 and ω0 such that(
d

dt
− ∆

)
|Rm|2 ≤ −|∇Rm|2 − |∇Rm|2 + C ′, (3.2.66)

Proof. From Theorem 3.2.9, the quantity S = |∇g0g|2 is uniformly bounded from
above. We compute the evolution of Q = |Rm| + AS for a constant A. From
(3.2.47) and (3.2.61), if A is chosen to be sufficiently large, we obtain(

d

dt
− ∆

)
Q ≤ −|Rm|2 + C ′, (3.2.67)

for a uniform constant C ′. Then the upper bound of |Rm|2 follows from the
maximum principle. Finally, (3.2.66) follows from (3.2.60). �

Moreover, once we have bounded curvature, it is a result of Hamilton [Ham82]
that bounds on all derivatives of curvature follow. For convenience we change to
a real coordinate system. Writing ∇R for the covariant derivative with respect
to g as a Riemannian metric, we have:

Theorem 3.2.14. Let ω = ω(t) solve (3.2.2) on [0, T ) with 0 < T ≤ ∞ and
assume that there exists a constant C > 0 such that

|Rm|2 ≤ C. (3.2.68)

Then there exist uniform constants Cm for m = 1, 2, . . . such that

|∇m
RRm|2 ≤ Cm. (3.2.69)
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Proof. We give a sketch of the proof and leave the details as an exercise to the
reader. We use a maximum principle argument due to Shi [Shi89] (see [CLN06]
for a good exposition). In fact we do not need the full force of Shi’s results, which
are local, since we are assuming a global curvature bound.

From Lemma 3.2.10 and an induction argument (see Theorem 13.2 of [Ham82])(
d

dt
− 1

2
∆R

)
∇m

R Rm =
∑

p+q=m

∇p
RRm ∗ ∇q

RRm. (3.2.70)

It follows that(
d

dt
− 1

2
∆R

)
|∇m

R Rm|2 = −|∇m+1
R Rm|2 +

∑
p+q=m

∇p
RRm ∗ ∇q

RRm ∗ ∇m
R Rm.

(3.2.71)
Moreover, since |Rm|2 is bounded we have from Lemma 3.2.12 that(

d

dt
− 1

2
∆R

)
|Rm|2 ≤ −|∇RRm|2 + C ′, (3.2.72)

for some uniform constant C ′. For the case m = 1, if we set Q = |∇RRm|2 +
A|Rm|2 for A > 0 sufficiently large then from (3.2.70),(

d

dt
− 1

2
∆R

)
Q ≤ −|∇RRm|2 + C ′′, (3.2.73)

and it follows from the maximum principle that |∇RRm|2 is uniformly bounded
from above. In addition,(

d

dt
− 1

2
∆R

)
|∇RRm|2 ≤ −|∇2

RRm|2 + C ′′′, (3.2.74)

and an induction completes the proof. �
Next, we show that once we have a uniform bound on a metric evolving by

the Kähler-Ricci flow, together with bounds on derivatives of curvature, then we
have C∞ bounds for the metric. Moreover, this result is local:

Theorem 3.2.15. Let ω = ω(t) solve (3.2.2) on U × [0, T ) with 0 ≤ T ≤ ∞,
where U is an open subset of M . Assume that there there exist constants Cm for
m = 0, 1, 2 . . . such that

1

C0
ω0 ≤ ω ≤ C0ω0, S ≤ C0 and |∇m

RRm|2 ≤ Cm. (3.2.75)

Then for any compact subset K ⊂ U and for m = 1, 2, . . . , there exist constants
C ′
m depending only on ω0, K, U and Cm such that

∥ω(t)∥Cm(K,g0) ≤ C ′
m. (3.2.76)
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Proof. This is a well-known result. See [ChowKnopf], for example, or the discus-
sion in [PSSW11]. We give just a sketch of the proof following quite closely the
arguments in [ShW11, SW10]. It suffices to prove the result on the ball B say, in
a fixed holomorphic coordinate chart. We will obtain the C∞ estimates for ω(t)
on a slightly smaller ball. Fix a time t ∈ (0, T ]. Consider the equations

∆Egij̄ = −
∑
k

Rkk̄ij̄ +
∑
k,p,q

gqp̄∂kgiq̄∂k̄gpj̄ =: Qij̄ . (3.2.77)

where ∆E =
∑

k ∂k∂k̄. For each fixed i, j, we can regard (3.2.77) as Poisson’s
equation ∆Egij̄ = Qij̄ .

Fix p > 2n. From our assumptions, each ∥Qij̄∥Lp(B) is uniformly bounded.
Applying the standard elliptic estimates (see Theorem 9.11 of [GT01] for example)
to (3.2.77) we see that the Sobolev norm ∥gij̄∥Lp

2
is uniformly bounded on a

slightly smaller ball. From now on, the estimates that we state will always be
modulo shrinking the ball slightly. Morrey’s embedding theorem (Theorem 7.17
of [GT01]) gives that ∥gij̄∥C1+β is uniformly bounded for some 0 < β < 1.

The key observation we now need is as follows: the mth derivative of Qij̄ can
be written in the form A ∗ B where each A or B represents either a covariant
derivative of Rm or a quantity involving derivatives of g up to order at most
m + 1. Hence if g is uniformly bounded in Cm+1+β then each Qij̄ is uniformly

bounded in Cm+β.
Applying this observation with m = 0 we see that each ∥Qij̄∥Cβ is uniformly

bounded. The standard Schauder estimates (see Theorem 4.8 of [GT01]) give
that ∥gij̄∥C2+β is uniformly bounded.

We can now apply a bootstrapping argument. Applying the observation with
m = 1 we see that Qij̄ is uniformly bounded in C1+β, and so on. This completes
the proof. �

Combining Theorems 3.2.13, 3.2.14 and 3.2.15, we obtain:

Corollary 3.2.16. Let ω = ω(t) solve (3.2.2) on M × [0, T ) with 0 ≤ T ≤ ∞.
Assume that there exists a constant C0 such that

1

C0
ω0 ≤ ω ≤ C0ω0. (3.2.78)

Then for m = 1, 2, . . ., there exist uniform constants Cm such that

∥ω(t)∥Cm(g0) ≤ Cm. (3.2.79)

In fact, there is a local version of Corollary 3.2.16. Although we will not
actual make use of it in these lecture notes, we state here the result:

Theorem 3.2.17. Let ω = ω(t) solve (3.2.2) on U × [0, T ) with 0 ≤ T ≤ ∞,
where U is an open subset of M . Assume that there there exists a constant C0

for such that
1

C0
ω0 ≤ ω ≤ C0ω0. (3.2.80)
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Then for any compact subset K ⊂ U and for m = 1, 2, . . . , there exist constants
C ′
m depending only on ω0, K and U such that

∥ω(t)∥Cm(K,g0) ≤ C ′
m. (3.2.81)

Proof. This can either be proved using the Schauder estimates of Evans-Krylov
[Eva82, Kryl82] (see also [CLN06, Gill11]) or using local maximum principle ar-
guments [ShW11]. We omit the proof. �

3.3 Maximal existence time for the Kähler-Ricci flow

In this section we identify the maximal existence time for a smooth solution of
the Kähler-Ricci flow. To do this, we rewrite the Kähler-Ricci flow as a parabolic
complex Monge-Ampère equation.

3.3.1 The parabolic Monge-Ampère equation

Let ω = ω(t) be a solution of the Kähler-Ricci flow

d

dt
ω = −Ric(ω), ω|t=0 = ω0. (3.3.1)

As long as the solution exists, the cohomology class [ω(t)] evolves by

d

dt
[ω(t)] = −c1(M), [ω(0)] = [ω0], (3.3.2)

and solving this ordinary differential equation gives [ω(t)] = [ω0] − tc1(M). Im-
mediately we see that a necessary condition for the Kähler-Ricci flow to exist for
t ∈ [0, t′) is that [ω0] − tc1(M) > 0 for t ∈ [0, t′). This necessary condition is in
fact sufficient. If we define

T = sup{t > 0 | [ω0] − tc1(M) > 0}, (3.3.3)

then we have:

Theorem 3.3.1. There exists a unique maximal solution g(t) of the Kähler-Ricci
flow (3.3.1) for t ∈ [0, T ).

This theorem was proved by Cao [Cao85] in the special case when c1(M) is
zero or definite. In this generality, the result is due to Tian-Zhang [Tzha06].
Weaker versions appeared earlier in the work of Tsuji (see [Tsu88] and Theorem
8 of [Tsu96]).

We now begin the proof of Theorem 3.3.1. Fix T ′ < T . We will show that
there exists a solution to (3.3.1) on [0, T ′). First we observe that (3.3.1) can be
rewritten as a parabolic complex Monge-Ampère equation.
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To do this, we need to choose reference metrics ω̂t in the cohomology classes
[ω0] − tc1(M). Since [ω0] − T ′c1(M) is a Kähler class, there exists a Kähler form
η in [ω0]−T ′c1(M). We choose our family of reference metrics ω̂t to be the linear
path of metrics between ω0 and η. Namely, define

χ =
1

T ′ (η − ω0) ∈ −c1(M), (3.3.4)

and

ω̂t = ω0 + tχ =
1

T ′ ((T
′ − t)ω0 + tη) ∈ [ω0] − tc1(M). (3.3.5)

Fix a volume form Ω on M with
√
−1

2π
∂∂ log Ω = χ =

d

dt
ω̂t ∈ −c1(M), (3.3.6)

which exists by the discussion in Section 3.1.6. Notice that here we are abusing

notation somewhat by writing
√
−1
2π ∂∂ log Ω. To clarify, we mean that if the

volume form Ω is written in local coordinates zi as

Ω = a(z1, . . . , zn)(
√
−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,

for a locally defined smooth positive function a then we define
√
−1
2π ∂∂ log Ω =

√
−1
2π ∂∂ log a. Although the function a depends on the choice of holomorphic co-

ordinates, the (1, 1)-form
√
−1
2π ∂∂ log a does not, as the reader can easily verify.

We now consider the parabolic complex Monge-Ampère equation, for φ = φ(t)
a real-valued function on M ,

d

dt
φ = log

(ω̂t +
√
−1
2π ∂∂φ)n

Ω
, ω̂t +

√
−1

2π
∂∂φ > 0, φ|t=0 = 0. (3.3.7)

This equation is equivalent to the Kähler-Ricci flow (3.3.1). Indeed, given a
smooth solution φ of (3.3.7) on [0, T ′), we can obtain a solution ω = ω(t) of (3.3.1)

on [0, T ′) as follows. Define ω(t) = ω̂t+
√
−1
2π ∂∂φ and observe that ω(0) = ω̂0 = ω0

and
d

dt
ω =

d

dt
ω̂t +

√
−1

2π
∂∂

(
d

dt
φ

)
= −Ric(ω), (3.3.8)

as required. Conversely, suppose that ω = ω(t) solves (3.3.1) on [0, T ′). Then
since ω̂t ∈ [ω(t)], we can apply the ∂∂-Lemma to find a family of potential

functions φ̃(t) such that ω(t) = ω̂t+
√
−1
2π ∂∂φ̃(t) and

∫
M φ̃(t)ωn0 = 0. By standard

elliptic regularity theory the family φ̃(t) is smooth on M × [0, T ′). Then
√
−1

2π
∂∂ logωn =

d

dt
ω =

√
−1

2π
∂∂ log Ω +

√
−1

2π
∂∂

(
d

dt
φ̃

)
, (3.3.9)

and since the only pluriharmonic functions on M are the constants, we see that

d

dt
φ̃ = log

ωn

Ω
+ c(t),
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for some smooth function c : [0, T ′) → R. Now set φ(t) = φ̃(t)−
∫ t
0 c(s)ds− φ̃(0),

noting that since ω(0) = ω0 the function φ̃(0) is constant. It follows that φ = φ(t)
solves the parabolic complex Monge-Ampère equation (3.3.7).

To prove Theorem 3.3.1 then, it suffices to study (3.3.7). Since the lineariza-
tion of the right hand side of (3.3.7) is the Laplace operator ∆g(t), which is
elliptic, it follows that (3.3.7) is a strictly parabolic (nonlinear) partial differ-
ential equation for φ. The standard parabolic theory [Lieb96] gives a unique
maximal solution of (3.3.7) for some time interval [0, Tmax) with 0 < Tmax ≤ ∞.
We may assume without loss of generality that Tmax < T ′. We will then obtain a
contradiction by showing that a solution of (3.3.7) exists beyond Tmax. This will
be done in the next two subsections.

3.3.2 Estimates for the potential and the volume form

We assume now that we have a solution φ = φ(t) to the parabolic complex
Monge-Ampère equation (3.3.7) on [0, Tmax), for 0 < Tmax < T ′ < T . Our goal is
to establish uniform estimates for φ on [0, Tmax). In this subsection we will prove
a C0 estimate for φ and a lower bound for the volume form.

Note that ω̂t is a family of smooth Kähler forms on the closed interval [0, Tmax].
Hence by compactness we have uniform bounds on ω̂t from above and below (away
from zero).

Lemma 3.3.2. There exists a uniform C such that for all t ∈ [0, Tmax),

∥φ(t)∥C0(M) ≤ C. (3.3.10)

Proof. For the upper bound of φ, we will apply the maximum principle to θ :=
φ − At for A > 0 a uniform constant to be determined later. From (3.3.7) we
have

d

dt
θ = log

(ω̂t +
√
−1
2π ∂∂θ)n

Ω
−A. (3.3.11)

Fix t′ ∈ (0, Tmax). Since M × [0, t′] is compact, θ attains a maximum at some
point (x0, t0) ∈M × [0, t′]. We claim that if A is sufficiently large we have t0 = 0.

Otherwise t0 > 0. Then by Proposition 3.1.6, at (x0, t0),

0 ≤ d

dt
θ = log

(ω̂t0 +
√
−1
2π ∂∂θ)n

Ω
−A ≤ log

ω̂nt0
Ω

−A ≤ −1, (3.3.12)

a contradiction, where we have chosen A ≥ 1 + supM×[0,Tmax] log(ω̂nt /Ω). Hence
we have proved the claim that t0 = 0, giving supM×[0,t′] θ ≤ supM θ|t=0 = 0 and
thus

φ(x, t) ≤ At ≤ ATmax, for (x, t) ∈M × [0, t′]. (3.3.13)

Since t′ ∈ (0, Tmax) was arbitrary, this gives a uniform upper bound for φ on
[0, Tmax).
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We apply a similar argument to ψ = φ + Bt for B a positive constant with
B ≥ 1 − infM×[0,Tmax] log(ω̂nt /Ω) and obtain

φ(x, t) ≥ −BTmax, for (x, t) ∈M × [0, t′], (3.3.14)

giving the lower bound. �

Next we prove a lower bound for the volume form along the flow, or equiv-
alently a lower bound for φ̇ = ∂φ/∂t. This argument is due to Tian-Zhang
[Tzha06].

Lemma 3.3.3. There exists a uniform C > 0 such that on M × [0, Tmax),

1

C
Ω ≤ ωn(t) ≤ CΩ, (3.3.15)

or equivalently, ∥φ̇∥C0 is uniformly bounded.

Proof. The upper bound of ωn follows from part (i) of Corollary 3.2.3. Note that
since this is equivalent to an upper bound of φ̇, we have given an alternative
proof of the upper bound part of Lemma 3.3.2.

For the lower bound of ωn, differentiate (3.3.7):

d

dt
φ̇ = ∆φ̇+ tr ωχ, (3.3.16)

where we recall that χ = ∂ω̂t/∂t is defined by (3.3.4). Define a quantity Q =
(T ′ − t)φ̇+ φ+ nt and compute using (3.3.16),(

d

dt
− ∆

)
Q = (T ′ − t)tr ωχ+ n− ∆φ = tr ω(ω̂t + (T ′ − t)χ) = tr ωω̂T ′ > 0,

(3.3.17)
where we have used the fact that

∆φ = tr ω(ω − ω̂t) = n− tr ωω̂t. (3.3.18)

Then by the maximum principle (Proposition 3.1.7), Q is uniformly bounded
from below on M × [0, Tmax) by its infimum at the initial time. Thus

(T ′ − t)φ̇+ φ+ nt ≥ T ′ inf
M

log
ωn0
Ω
, on M × [0, Tmax), (3.3.19)

and since φ is uniformly bounded from Lemma 3.3.2 and T ′− t ≥ T ′−Tmax > 0,
this gives the desired lower bound of φ̇. �
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3.3.3 A uniform bound for the evolving metric

Again we assume that we have a solution φ = φ(t) to (3.3.7) on [0, Tmax), for 0 <
Tmax < T ′ < T . From Lemma 3.3.2, we have a uniform bound for ∥φ∥C0(M) and
we will use this together with Proposition 3.2.5 to obtain an upper bound for the
quantity tr ω0ω on [0, Tmax). This argument is similar to those in [Aub78, Yau78]
(see also [Cao85] and Lemmas 3.4.3 and 3.4.8 below). We will then complete the
proof of Theorem 3.3.1.

Lemma 3.3.4. There exists a uniform C such that on M × [0, Tmax),

trω0 ω ≤ C. (3.3.20)

Proof. We consider the quantity

Q = log tr ω0ω −Aφ, (3.3.21)

for A > 0 a uniform constant to be determined later. For a fixed t′ ∈ (0, Tmax),
assume that Q on M × [0, t′] attains a maximum at a point (x0, t0). Without loss
of generality, we may suppose that t0 > 0. Then at (x0, t0), applying Proposition
3.2.5 with ω̂ = ω0,

0 ≤
(
d

dt
− ∆

)
Q ≤ C0tr ωω0 −Aφ̇+A∆φ

= tr ω(C0ω0 −Aω̂t0) −A log
ωn

Ω
+An, (3.3.22)

for C0 depending only on the lower bound of the bisectional curvature of g0.
Choose A sufficiently large so that Aω̂t0 − (C0 + 1)ω0 is Kähler on M . Then

tr ω(C0ω0 −Aω̂t0) ≤ −tr ωω0, (3.3.23)

and so at (x0, t0),

tr ωω0 +A log
ωn

Ω
≤ An, (3.3.24)

and hence

tr ωω0 +A log
ωn

ωn0
≤ C, (3.3.25)

for some uniform constant C. At (x0, t0), choose coordinates so that

(g0)ij = δij and gij = λiδij , for i, j = 1, . . . , n, (3.3.26)

for positive λ1, . . . , λn. Then (3.3.25) is precisely

n∑
i=1

(
1

λi
+A log λi

)
≤ C. (3.3.27)
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Since the function x 7→ 1
x + A log x for x > 0 is uniformly bounded from below,

we have (for a different C),(
1

λi
+A log λi

)
≤ C, for i = 1, . . . , n. (3.3.28)

Then A log λi ≤ C, giving a uniform upper bound for λi and hence (tr ω0ω)(x0, t0).
Since φ is uniformly bounded on M × [0, Tmax) we see that Q(x0, t0) is uniformly
bounded from above. Hence Q is bounded from above on M × [0, t′] for any
t′ < Tmax. Using again that φ is uniformly bounded we obtain the required
estimate (3.3.20). �

Note that we did not make use of the bound on φ̇ in the above argument. By
doing so we could have simplified the proof slightly. However, it turns out that
the argument of Lemma 3.3.4 will be useful later (see Lemma 3.5.5 and Section
3.7 below) where we do not have a uniform lower bound of φ̇.

As a consequence of Lemma 3.3.4, we have:

Corollary 3.3.5. There exists a uniform C > 0 such that on M × [0, Tmax),

1

C
ω0 ≤ ω ≤ Cω0. (3.3.29)

Proof. The upper bound follows from Lemma 3.3.4. For the lower bound,

tr ωω0 ≤
1

(n− 1)!
(tr ω0ω)n−1ω

n
0

ωn
≤ C, (3.3.30)

using Lemma 3.3.3. To verify the first inequality of (3.3.30), choose coordinates
as in (3.3.26) and observe that

1

λ1
+ · · · +

1

λn
≤ 1

(n− 1)!

(λ1 + · · · + λn)n−1

λ1 · · ·λn
, (3.3.31)

for positive λi. �

We can now finish the proof of Theorem 3.3.1.

Proof of Theorem 3.3.1. Combining Corollary 3.3.5 with Corollary 3.2.16, we ob-
tain uniform C∞ estimates for g(t) on [0, Tmax). Hence as t→ Tmax, the metrics
g(t) converge in C∞ to a smooth Kähler metric g(Tmax) and thus we obtain a
smooth solution to the Kähler-Ricci flow on [0, Tmax]. But we have already seen
from Theorem 3.2.1 (or by the discussion at the end of Section 3.3.1) that we
can always find a smooth solution of the Kähler-Ricci flow on some, possibly
short, time interval with any initial Kähler metric. Applying this to g(Tmax), we
obtain a solution of the Kähler-Ricci flow g(t) on [0, Tmax + ε) for ε > 0. But this
contradicts the definition of Tmax, and completes the proof of Theorem 3.3.1. �
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3.4 Convergence of the flow

In this section we show that the Kähler-Ricci flow converges, after appropriate
normalization, to a Kähler-Einstein metric in the cases c1(M) < 0 and c1(M) = 0.
This was originally proved by Cao [Cao85] and makes use of parabolic versions
of estimates due to Yau and Aubin [Aub78, Yau78] and also Yau’s well-known
C0 estimate for the complex Monge-Ampère equation [Yau78].

3.4.1 The normalized Kähler-Ricci flow when c1(M) < 0

We first consider the case of a manifold M with c1(M) < 0. We restrict to the
case when [ω0] = −c1(M). By Theorem 3.3.1 we have a solution to the Kähler-
Ricci flow (3.3.1) for t ∈ [0,∞). The Kähler class [ω(t)] is given by (1 + t)[ω0]
which diverges as t → ∞. To avoid this we consider instead the normalized
Kähler-Ricci flow

d

dt
ω = −Ric(ω) − ω, ω|t=0 = ω0. (3.4.1)

This is just a rescaling of (3.3.1) and we have a solution ω(t) to (3.4.1) for all time.
Indeed if ω̃(s) solves ∂

∂s ω̃(s) = −Ric(ω̃(s)) for s ∈ [0,∞) then ω(t) = ω̃(s)/(s+1)
with t = log(s+ 1) solves (3.4.1). Conversely, given a solution to (3.4.1) we can
rescale to obtain a solution to (3.3.1).

Since we have chosen [ω0] = −c1(M), we immediately see that [ω(t)] = [ω0]
for all t. The following result is due to Cao [Cao85].

Theorem 3.4.1. The solution ω = ω(t) to (3.4.1) converges in C∞ to the unique
Kähler-Einstein metric ωKE ∈ −c1(M).

We recall that a Kähler-Einstein metric is a Kähler metric ωKE with Ric(ωKE) =
µωKE for some constant µ ∈ R. If ωKE ∈ −c1(M) then we necessarily have
µ = −1. The existence of a Kähler-Einstein metric on M with c1(M) < 0 is due
to Yau [Yau78] and Aubin [Aub78] independently.

The uniqueness of ωKE ∈ −c1(M) is due to Calabi [Cal57] and follows from
the maximum principle. Indeed, suppose ω′

KE, ωKE ∈ −c1(M) are both Kähler-

Einstein. Writing ω′
KE = ωKE+

√
−1
2π ∂∂φ, we have Ric(ω′

KE) = −ω′
KE = Ric(ωKE)−

√
−1
2π ∂∂φ and hence

log
(ωKE +

√
−1
2π ∂∂φ)n

ωnKE

= φ+ C, (3.4.2)

for some constant C. By considering the maximum and minimum values of φ+C
on M we see that φ+ C = 0 and hence ωKE = ω′

KE.
To prove Theorem 3.4.1, we reduce (3.4.1) to a parabolic complex Monge-

Ampère equation as in the previous section. Let Ω be a volume form on M
satisfying √

−1

2π
∂∂ log Ω = ω0 ∈ −c1(M),

∫
M

Ω =

∫
M
ωn0 . (3.4.3)
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Then we consider the normalized parabolic complex Monge-Ampère equation,

d

dt
φ = log

(ω0 +
√
−1
2π ∂∂φ)n

Ω
−φ, ω0 +

√
−1

2π
∂∂φ > 0, φ|t=0 = 0. (3.4.4)

Given a solution φ = φ(t) of (3.4.4), the metrics ω = ω0 +
√
−1
2π ∂∂φ solve (3.4.1).

Conversely, as in Section 3.3.1, given a solution ω = ω(t) of (3.4.1) we can obtain
via the ∂∂-Lemma a solution φ = φ(t) of (3.4.4).

We wish to obtain estimates for φ solving (3.4.4). First:

Lemma 3.4.2. We have

(i) There exists a uniform constant C such that for t in [0,∞),

∥φ̇(t)∥C0(M) ≤ Ce−t. (3.4.5)

(ii) There exists a continuous real-valued function φ∞ on M such that for t in
[0,∞),

∥φ(t) − φ∞∥C0(M) ≤ Ce−t (3.4.6)

(iii) ∥φ(t)∥C0(M) is uniformly bounded for t ∈ [0,∞).

(iv) There exists a uniform constant C ′ such that on M × [0,∞), the volume
form of ω = ω(t) satisfies

1

C ′ω
n
0 ≤ ωn ≤ C ′ωn0 . (3.4.7)

Proof. Compute
d

dt
φ̇ = ∆φ̇− φ̇, (3.4.8)

and hence
d

dt
(etφ̇) = ∆(etφ̇). (3.4.9)

Then (i) follows from the maximum principle (Proposition 3.1.7). For (ii), let
s, t ≥ 0 and x be in M . Then

|φ(x, s)−φ(x, t)| =

∣∣∣∣∫ s

t
φ̇(x, u)du

∣∣∣∣ ≤ ∫ s

t
|φ̇(x, u)|du ≤

∫ s

t
Ce−udu = C(e−t−e−s),

(3.4.10)
which shows that φ(t) converges uniformly to some continuous function φ∞ on
M . Taking the limit in (3.4.10) as s → ∞ gives (ii). (iii) follows immediately
from (ii). (iv) follows from (3.4.4) together with (i) and (iii). �

We use the C0 bound on φ to obtain an upper bound on the evolving metric.

Lemma 3.4.3. There exists a uniform constant C such that on M × [0,∞),
ω = ω(t) satisfies

1

C
ω0 ≤ ω ≤ Cω0. (3.4.11)
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Proof. By part (iv) of Lemma 3.4.2 and the argument of Corollary 3.3.5, it suffices
to obtain a uniform upper bound for tr ω0ω.

Applying Proposition 3.2.5,(
d

dt
− ∆

)
log tr ω0ω ≤ C0tr ωω0 − 1, (3.4.12)

for C0 depending only on g0. We apply the maximum principle to the quantity
Q = log tr ω0ω − Aφ as in the proof of Lemma 3.3.4, where A is to be chosen
later. We have(

d

dt
− ∆

)
Q ≤ C0tr ωω0 − 1 −Aφ̇+An−Atr ωω0. (3.4.13)

Assume that Q achieves a maximum at a point (x0, t0) with t0 > 0. Choosing
A = C0 + 1 and using the fact that φ̇ is uniformly bounded, we see that tr ωω0 is
uniformly bounded at (x0, t0). Arguing as in (3.3.30), we have,

(tr ω0ω)(x0, t0) ≤
1

(n− 1)!
(tr ωω0)

n−1 (x0, t0)
ωn

ωn0
(x0, t0) ≤ C, (3.4.14)

using part (iv) of Lemma 3.4.2. Since φ is uniformly bounded, this shows that
Q is bounded from above at (x0, t0). Hence tr ω0ω is uniformly bounded from
above. �

We can now complete the proof of Theorem 3.4.1. By Corollary 3.2.16 we
have uniform C∞ estimates on ω(t). Since φ(t) is bounded in C0 it follows that
we have uniform C∞ estimates on φ(t). Recall that φ(t) converges uniformly to a
continuous function φ∞ on M as t→ ∞. By the Arzela-Ascoli Theorem and the
uniqueness of limits, it follows immediately that there exist times tk → ∞ such
that the sequence of functions φ(tk) converges in C∞ to φ∞, which is smooth. In
fact we have this convergence without passing to a subsequence. Indeed, suppose
not. Then there exists an integer k, an ε > 0 and a sequence of times ti → ∞
such that

∥φ(ti) − φ∞∥Ck(M) ≥ ε, for all i. (3.4.15)

But since φ(ti) is a sequence of functions with uniform Ck+1 bounds we apply
the Arzela-Ascoli Theorem to obtain a subsequence φ(tij ) which converges in Ck

to φ′
∞, say, with

∥φ′
∞ − φ∞∥Ck(M) ≥ ε, (3.4.16)

so that φ′
∞ ̸= φ∞. But φ(tij ) converges uniformly to φ∞, a contradiction. Hence

φ(t) converges to φ∞ in C∞ as t→ ∞.

It remains to show that the limit metric ω∞ = ω0 +
√
−1
2π ∂∂φ∞ is Kähler-

Einstein. Since from Lemma 3.4.2, φ̇(t) → 0 as t → ∞, we can take a limit as
t→ ∞ of (3.4.4) to obtain

log
ωn∞
Ω

− φ∞ = 0, (3.4.17)

and applying
√
−1
2π ∂∂ to both sides of this equation gives that Ric(ω∞) = −ω∞

as required. This completes the proof of Theorem 3.4.1.
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3.4.2 The case of c1(M) = 0: Yau’s zeroth order estimate

In this section we discuss the case of the Kähler-Ricci flow on a Kähler manifold
(M, g0) with vanishing first Chern class. Unlike the case of c1(M) < 0 dealt with
above, there will be no restriction on the Kähler class [ω0].

By Theorem 3.3.1, there is a solution ω(t) of the Kähler-Ricci flow (3.3.1) for
t ∈ [0,∞) and we have [ω(t)] = [ω0]. The following result is due to Cao [Cao85]
and makes use of Yau’s celebrated zeroth order estimate, which we will describe
in this subsection.

Theorem 3.4.4. The solution ω(t) to (3.3.1) converges in C∞ to the unique
Kähler-Einstein metric ωKE ∈ [ω0].

Since c1(M) = 0, the Kähler-Einstein metric ωKE must be Kähler-Ricci flat
(if Ric(ωKE) = µωKE then c1(M) = [µωKE] = 0 implies µ = 0). Note that, as
Theorem 3.4.4 implies, there is a unique Kähler-Einstein metric in every Kähler
class on M .

The uniqueness part of the argument is due to Calabi [Cal57]. Suppose ω′
KE =

ωKE +
√
−1
2π ∂∂φ is another Kähler-Einstein metric in the same cohomology class.

Then the equation Ric(ω′
KE) = Ric(ωKE) gives

log
ω′n
KE

ωnKE

= C, (3.4.18)

for some constant C. Exponentiating and then integrating gives C = 1 and hence
ω′n
KE = ω′n

KE. Then compute, using integration by parts,

0 =

∫
M
φ(ωnKE − ω′n

KE) = −
∫
M
φ

√
−1

2π
∂∂φ ∧ (

n−1∑
i=0

ωiKE ∧ ω′n−1−i
KE )

=

∫
M

√
−1

2π
∂φ ∧ ∂φ ∧ (

n−1∑
i=0

ωiKE ∧ ω′n−1−i
KE )

≥ 1

n

∫
M

|∂φ|2ωKE
ωnKE, (3.4.19)

which implies that φ is constant and hence ωKE = ω′
KE.

As usual, we reduce (3.3.1) to a parabolic complex Monge-Ampère equation.
Since c1(M) = 0 there exists a unique volume form Ω satisfying

√
−1

2π
∂∂ log Ω = 0,

∫
M

Ω =

∫
M
ωn0 . (3.4.20)

Then solving (3.3.1) is equivalent to solving the parabolic complex Monge-Ampère
equation

d

dt
φ = log

(ω0 +
√
−1
2π ∂∂φ)n

Ω
, ω0 +

√
−1

2π
∂∂φ > 0, φ|t=0 = 0. (3.4.21)

We first observe:
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Lemma 3.4.5. We have

(i) There exists a uniform constant C such that for t ∈ [0,∞)

∥φ̇(t)∥C0(M) ≤ C. (3.4.22)

(ii) There exists a uniform constant C ′ such that on M × [0,∞) the volume
form of ω = ω(t) satisfies

1

C ′ω
n
0 ≤ ωn ≤ C ′ωn0 . (3.4.23)

Proof. Differentiating (3.4.21) with respect to t we obtain

d

dt
φ̇ = ∆φ̇, (3.4.24)

and (i) follows immediately from the maximum principle. Part (ii) follows from
(i). �

We will obtain a bound on the oscillation of φ(t) using Yau’s zeroth order esti-
mate for the elliptic complex Monge-Ampère equation. Note that Yau’s estimate
holds for any Kähler manifold (not just those with c1(M) = 0):

Theorem 3.4.6. Let (M,ω0) be a compact Kähler manifold and let φ be a
smooth function on M satisfying

(ω0 +

√
−1

2π
∂∂φ)n = eFωn0 , ω0 +

√
−1

2π
∂∂φ > 0 (3.4.25)

for some smooth function F . Then there exists a uniform C depending only on
supM F and ω0 such that

oscMφ := sup
M

φ− inf
M
φ ≤ C. (3.4.26)

Proof. We will follow quite closely the exposition of Siu [Siu87]. We assume
without loss of generality that

∫
M φωn0 = 0. We also assume n > 1 (the case

n = 1 is easier, and we leave it as an exercise for the reader).

Write ω = ω0 +
√
−1
2π ∂∂φ. Then

C

∫
M

|φ|ωn0 ≥
∫
M
φ(ωn0 − ωn)

= −
∫
M
φ

√
−1

2π
∂∂φ ∧

n−1∑
i=0

ωi0 ∧ ωn−1−i

=

∫
M

√
−1

2π
∂φ ∧ ∂φ ∧

n−1∑
i=0

ωi0 ∧ ωn−1−i

≥ 1

n

∫
M

|∂φ|2ω0
ωn0 . (3.4.27)
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By the Poincaré (Theorem 3.1.8) and Cauchy-Schwarz inequalities we have

∫
M

|φ|2ωn0 ≤ C

∫
M

|∂φ|2ω0
ωn0 ≤ C ′

∫
M

|φ|ωn0 ≤ C ′′
(∫

M
|φ|2ωn0

)1/2

, (3.4.28)

and hence ∥φ∥L2(ω0) ≤ C. We now repeat this argument with φ replaced by φ|φ|α
for α ≥ 0. Observe that the map of real numbers x 7→ x|x|α is differentiable with
derivative (α+ 1)|x|α. Then

C

∫
M

|φ|α+1ωn0 ≥
∫
M
φ|φ|α(ωn0 − ωn)

= −
∫
M
φ|φ|α

√
−1

2π
∂∂φ ∧

n−1∑
i=0

ωi0 ∧ ωn−1−i

= (α+ 1)

∫
M

|φ|α
√
−1∂φ ∧ ∂φ ∧

n−1∑
i=0

ωi0 ∧ ωn−1−i

=
(α+ 1)(
α
2 + 1

)2 ∫
M

√
−1∂

(
φ|φ|α/2

)
∧ ∂

(
φ|φ|α/2

)
∧
n−1∑
i=0

ωi0 ∧ ωn−1−i.

(3.4.29)

It then follows that for some uniform C > 0,∫
M

∣∣∣∂ (φ|φ|α/2)∣∣∣2
ω0

ωn0 ≤ C(α+ 1)

∫
M

|φ|α+1ωn0 . (3.4.30)

Now apply the Sobolev inequality (Theorem 3.1.9) to f = φ|φ|α/2. Then for
β = n/(n− 1) we have(∫

M
|φ|(α+2)βωn0

)1/β

≤ C

(
(α+ 1)

∫
M

|φ|α+1ωn0 +

∫
M

|φ|α+2ωn0

)
. (3.4.31)

By Hölder’s inequality we have for a uniform constant C,∫
M

|φ|α+1ωn0 ≤ 1 + C

∫
M

|φ|α+2ωn0 . (3.4.32)

Now substituting p = α+ 2 we have from (3.4.31),

∥φ∥p
Lpβ(ω0)

≤ Cpmax
(

1, ∥φ∥pLp(ω0)

)
. (3.4.33)

Raising to the power 1/p we have for all p ≥ 2,

max(1, ∥φ∥Lpβ(ω0)) ≤ C1/pp1/p max(1, ∥φ∥Lp(ω0)). (3.4.34)



122 CHAPTER 3. INTRODUCTION TO THE KRF

Fix an integer k > 0. Replace p in (3.4.34) by pβk and then pβk−1 and so on, to
obtain

max(1, ∥φ∥
Lpβk+1 (ω0)

) ≤ C
1

pβk (pβk)
1

pβk max(1, ∥φ∥
Lpβk (ω0)

) ≤ · · ·

≤ C
1

pβk
+ 1

pβk−1+···+ 1
p (pβk)

1

pβk (pβk−1)
1

pβk−1 · · · p
1
p max(1, ∥φ∥Lp(ω0))

= Ck max(1, ∥φ∥Lp(ω0)) (3.4.35)

for

Ck = C
1
p

(
1

βk
+ 1

βk−1+···+1
)
p

1
p

(
1

βk
+ 1

βk−1+···+1
)
β

1
p

(
k

βk
+ k−1

βk−1+···+ 1
β

)
. (3.4.36)

Since the infinite sums
∑ 1

βi and
∑ i

βi converge for β = n/(n−1) > 1 we see that
for any fixed p, the constants Ck are uniformly bounded from above, independent
of k.

Setting p = 2 and letting k → ∞ in (3.4.35) we finally obtain

max(1, ∥φ∥C0) ≤ C max(1, ∥φ∥L2(ω0)) ≤ C ′, (3.4.37)

and hence (3.4.26). �
Now the oscillation bound for φ = φ(t) along the Kähler-Ricci flow (3.4.21)

follows immediately:

Lemma 3.4.7. There exists a uniform constant C such that for t ∈ [0,∞),

oscMφ ≤ C. (3.4.38)

Proof. From Lemma 3.4.5 we have uniform bounds for φ̇. Rewrite the parabolic
complex Monge-Ampère equation (3.4.21) as

(ω0 +

√
−1

2π
∂∂φ(t))n = eF (t)ωn0 with F (t) = log

Ω

ωn0
+ φ̇(t) (3.4.39)

and apply Theorem 3.4.6. �

3.4.3 Higher order estimates and convergence when c1(M) = 0

In this subsection we complete the proof of Theorem 3.4.4. The proof for the
higher order estimates follows along similar lines as in the case for c1(M) < 0.
As above, let φ(t) solve the parabolic complex Monge-Ampère equation (3.4.21)

on M with c1(M) = 0 and write ω = ω0 +
√
−1
2π ∂∂φ.

Lemma 3.4.8. There exists a uniform constant C such that on M × [0,∞),
ω = ω(t) satisfies

1

C
ω0 ≤ ω ≤ Cω0. (3.4.40)
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Proof. By Lemma 3.4.5 and the argument of Corollary 3.3.5, it suffices to ob-
tain a uniform upper bound for tr ω0ω. As in the case of Lemma 3.4.3, define
Q = log tr ω0ω − Aφ for A a constant to be determined later. Compute using
Proposition 3.2.5,(

d

dt
− ∆

)
Q ≤ C0tr ωω0 −Aφ̇+An−Atr ωω0, (3.4.41)

for C0 depending only on g0. Choosing A = C0 + 1 we have, since φ̇ is uniformly
bounded, (

d

dt
− ∆

)
Q ≤ −tr ωω0 + C. (3.4.42)

We claim that for any (x, t) ∈M × [0,∞),

(tr ω0ω) (x, t) ≤ CeA(φ(x,t)−infM×[0,t] φ). (3.4.43)

To see this, suppose that Q achieves a maximum on M×[0, t] at the point (x0, t0).
We assume without loss of generality that t0 > 0. Applying the maximum prin-
ciple to (3.4.42) we see that (tr ωω0)(x0, t0) ≤ C and, by the argument of Lemma
3.4.3, (tr ω0ω)(x0, t0) ≤ C ′. Then for any x ∈M ,

(log tr ω0ω) (x, t)−Aφ(x, t) = Q(x, t) ≤ Q(x0, t0) ≤ logC ′−Aφ(x0, t0). (3.4.44)

Exponentiating gives (3.4.43).
Define

φ̃ := φ− 1

V

∫
M
φΩ, where V :=

∫
M

Ω =

∫
M
ωn. (3.4.45)

From Lemma 3.4.7, ∥φ̃∥C0(M) ≤ C. The estimate (3.4.43) can be rewritten as:

(tr ω0ω) (x, t) ≤ CeA(φ̃(x,t)+ 1
V

∫
M φ(t)Ω−infM×[0,t] φ̃−inf [0,t]

1
V

∫
M φΩ)

≤ CeC
′+A

V (
∫
M φ(t)Ω−inf[0,t]

∫
M φΩ). (3.4.46)

Using Jensen’s inequality,

d

dt

(
1

V

∫
M
φΩ

)
=

1

V

∫
M
φ̇Ω =

1

V

∫
M

log

(
ωn

Ω

)
Ω ≤ log

(
1

V

∫
M
ωn
)

= 0,

(3.4.47)

and hence inf [0,t]
∫
M φΩ =

∫
M φ(t)Ω. The required upper bound of tr ω0ω follows

then from (3.4.46). �
It follows from Corollary 3.2.16 that we have uniform C∞ estimates on g(t)

and the normalized potential function φ̃(t) = φ(t) − V −1
∫
M φ(t)Ω. It remains

to prove the C∞ convergence part of Theorem 3.4.4. We follow the method of
Phong-Sturm [PS06] (see also [MSz09, PSSW09]) and use a functional known as
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the Mabuchi energy [Mab86]. It is noted in [Cao, DT92] that the monotonicity of
the Mabuchi energy along the Kähler-Ricci flow was established in unpublished
work of H.-D. Cao in 1991.

We fix a metric ω0 as above. The Mabuchi energy is a functional Mabω0 on
the space

PSH(M,ω0) = {φ ∈ C∞(M) | ω0 +

√
−1

2π
∂∂φ > 0} (3.4.48)

with the property that if φt is any smooth path in PSH(M,ω0) then

d

dt
Mabω0(φt) = −

∫
M
φ̇tRφt ω

n
φt
, (3.4.49)

where ωφt = ω0 +
√
−1
2π ∂∂φt, and Rφt is the scalar curvature of ωφt . Observe

that if φ∞ is a critical point of Mabω0 then ω∞ = ω0 +
√
−1
2π ∂∂φ∞ has zero

scalar curvature and hence is Ricci flat (for that last statement: since c1(M) = 0,

then Ric(ω∞) =
√
−1
2π ∂∂h∞ for some function h∞ and taking the trace gives

∆ω∞h∞ = 0 which implies h∞ is constant and Ric(ω∞) = 0).
Typically, the Mabuchi energy is defined in terms of its derivative using the

formula (3.4.49) but instead we will use the explicit formula as derived in [Tian].
Define

Mabω0(φ) =

∫
M

log
ωnφ
ωn0

ωnφ −
∫
M
h0(ω

n
φ − ωn0 ), (3.4.50)

where ωφ = ω0 +
√
−1
2π ∂∂φ and h0 is the Ricci potential for ω0 given by

Ric(ω0) =

√
−1

2π
∂∂h0,

∫
M
eh0ωn0 =

∫
M
ωn0 . (3.4.51)

Observe that Mabω0 depends only on the metric ωφ and so can be regarded as
a functional on the space of Kähler metrics cohomologous to ω0. We now need
to check that Mabω0 defined by (3.4.50) satisfies (3.4.49). Let φt be any smooth
path in PSH(M,ω0). Using integration by parts, we compute

d

dt
Mabω0(φt) =

∫
M

∆φ̇t ω
n
φt

+

∫
M

log
ωnφt

ωn0
∆φ̇t ω

n
φt

−
∫
M
h0∆φ̇t ω

n
φt

=

∫
M
φ̇t(−Rφt + tr ωRic(ω0))ω

n
φt

−
∫
M
φ̇t∆h0 ω

n
φt

= −
∫
M
φ̇tRφtω

n
φt
. (3.4.52)

The key fact we need is as follows:

Lemma 3.4.9. Let φ = φ(t) solve the Kähler-Ricci flow (3.4.21). Then

d

dt
Mabω0(φ) = −

∫
M

|∂φ̇|2ωωn. (3.4.53)
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In particular, the Mabuchi energy is decreasing along the Kähler-Ricci flow.
Moreover, there exists a uniform constant C such that

d

dt

∫
M

|∂φ̇|2ωωn ≤ C

∫
M

|∂φ̇|2ωωn. (3.4.54)

Proof. Observe that from the Kähler-Ricci flow equation we have
√
−1
2π ∂∂φ̇ =

−Ric(ω) and taking the trace of this gives ∆φ̇ = −R. Then

d

dt
Mabω0(φ) = −

∫
M
φ̇Rωn =

∫
M
φ̇∆φ̇ ωn = −

∫
M

|∂φ̇|2ωωn, (3.4.55)

giving (3.4.53). For (3.4.54), compute

d

dt

∫
M

|∂φ̇|2ωωn =

∫
M

(
d

dt
gji)∂iφ̇∂jφ̇ ω

n + 2Re

(∫
M
gji∂i(∆φ̇)∂jφ̇ ω

n

)
+

∫
M

|∂φ̇|2∆φ̇ ωn

=

∫
M
Rji∂iφ̇∂jφ̇ ω

n − 2

∫
M

(∆φ̇)2ωn −
∫
M

|∂φ̇|2Rωn

≤ C

∫
M

|∂φ̇|2ωωn, (3.4.56)

using (3.4.24), an integration by parts and the fact that, since we have C∞

estimates for ω, we have uniform bounds of the Ricci and scalar curvatures of ω.
�

It is now straightforward to complete the proof of the convergence of the
Kähler-Ricci flow. Since we have uniform estimates for ω(t) along the flow, we
see from the formula (3.4.50) that the Mabuchi energy is uniformly bounded.
From (3.4.53) there is a sequence of times ti ∈ [i, i+ 1] for which(∫

M

∣∣∣∣∂ log
ωn

Ω

∣∣∣∣2
ω

ωn

)
(ti) =

(∫
M

|∂φ̇|2ω ωn
)

(ti) → 0, as i→ ∞. (3.4.57)

By the differential inequality (3.4.54),(∫
M

∣∣∣∣∂ log
ωn

Ω

∣∣∣∣2
ω

ωn

)
(t) → 0, as t→ ∞. (3.4.58)

But since we have C∞ estimates for φ(t) we can apply the Arzela-Ascoli Theorem
to obtain a sequence of times tj such that φ(tj) converges in C∞ to φ∞, say.

Writing ω∞ = ω0 +
√
−1
2π ∂∂φ∞ > 0, we have from (3.4.58),(∫

M

∣∣∣∣∂ log
ωn∞
Ω

∣∣∣∣2
ω∞

ωn∞

)
= 0, (3.4.59)

and hence

log
ωn∞
Ω

= C, (3.4.60)
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for some constant C. Taking
√
−1
2π ∂∂ of (3.4.60) gives Ric(ω∞) = 0. Hence for

a sequence of times tj → ∞ the Kähler-Ricci flow converges to ω∞, the unique
Kähler-Einstein metric in the cohomology class [ω0].

To see that the convergence of the metrics ω(t) is in C∞ without passing to
a subsequence, we argue as follows. If not, then by the same argument as in
the proof of Theorem 3.4.1 we can find a sequence of times tk → ∞ such that
ω(tk) converges in C∞ to ω′

∞ ̸= ω∞. But by (3.4.58), ω′
∞ is Kähler-Einstein,

contradicting the uniqueness of Kähler-Einstein metrics in [ω0]. This completes
the proof of Theorem 3.4.4.

Remark 3.4.10. It was pointed out to the authors by Zhenlei Zhang that one
can equivalently consider the functional

∫
M hωn, where h is the Ricci potential

of the evolving metric.

3.5 The case when KM is big and nef

In the previous section we considered the Kähler-Ricci flow on manifolds with
c1(M) < 0, which is equivalent to the condition that the canonical line bundle
KM is ample. In this section we consider the case where the line bundle KM is
not necessarily ample, but nef and big. Such a manifold is known as a smooth
minimal model of general type.

3.5.1 Smooth minimal models of general type

As in the case of c1(M) < 0 we consider the normalized Kähler-Ricci flow

d

dt
ω = −Ric(ω) − ω, ω|t=0 = ω0, (3.5.1)

but we impose no restrictions on the Kähler class of ω0. We will prove:

Theorem 3.5.1. Let M be a projective algebraic manifold which is a smooth
minimal model of general type (that is, KM is nef and big). Then

(i) The solution ω = ω(t) of the normalized Kähler-Ricci flow (3.5.1) starting
at any Kähler metric ω0 on M exists for all time.

(ii) There exists a codimension 1 analytic subvariety S of M such that ω(t)
converges in C∞

loc(M \ S) to a Kähler metric ωKE defined on M \ S which
satisfies the Kähler-Einstein equation

Ric(ωKE) = −ωKE, on M \ S. (3.5.2)

We will see later in Section 3.5.3 that ωKE is unique under some suitable
conditions. Note that if KM is not ample, then ωKE cannot extend to be a
smooth Kähler metric on M , and we call ωKE a singular Kähler-Einstein metric.
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The first proof of Theorem 3.5.1 appeared in the work of Tsuji [Tsu88]. Later,
Tian-Zhang [Tzha06] extended this result (see Section 3.5.4 below) and clarified
some parts of Tsuji’s proof. Our exposition will for the most part follow [Tzha06].

From part (i) of Theorem 3.1.12 we see that under the assumptions of Theorem
3.5.1, the cohomology class [ω0] − tc1(M) is Kähler for all t ≥ 0 and hence by
Theorem 3.3.1, the (unnormalized) Kähler-Ricci flow has a smooth solution ω(t)
for all time t. Rescaling as in Section 3.4.1 we obtain a solution of the normalized
Kähler-Ricci flow (3.5.1) for all time. This establishes part (i) of Theorem 3.5.1.
Observe that in fact we only need KM to be nef to obtain a solution to the
Kähler-Ricci flow for all time.

It is straightforward to calculate the Kähler class of the evolving metric along
the flow. Indeed, [ω(t)] evolves according to the ordinary differential equation

d

dt
[ω(t)] = −c1(M) − [ω], [ω(0)] = [ω0], (3.5.3)

and this has a solution

[ω(t)] = −(1 − e−t)c1(M) + e−t[ω0]. (3.5.4)

This shows that, in particular, [ω(t)] → −c1(M) as t→ ∞.
We now rewrite (3.5.1) as a parabolic complex Monge-Ampère equation.

First, from the Base Point Free Theorem (part (ii) of Theorem 3.1.12), KM

is semi-ample. Hence there exists a smooth closed nonnegative (1, 1)-form ω̂∞ on
M with [ω̂∞] = −c1(M). Indeed, we may take ω̂∞ = 1

mΦ∗ωFS where Φ : M → PN
is a holomorphic map defined by holomorphic sections of Km

M for m large and
ωFS is the Fubini-Study metric (see Section 3.1.7).

Define reference metrics in [ω(t)] by

ω̂t = e−tω0 + (1 − e−t)ω̂∞, for t ∈ [0,∞). (3.5.5)

Let Ω be the smooth volume form on M satisfying

√
−1

2π
∂∂ log Ω = ω̂∞ ∈ −c1(M),

∫
M

Ω =

∫
M
ωn0 . (3.5.6)

We then consider the parabolic complex Monge-Ampère equation

d

dt
φ = log

(ω̂t +
√
−1
2π ∂∂φ)n

Ω
− φ, ω̂t +

√
−1

2π
∂∂φ > 0, φ|t=0 = 0, (3.5.7)

which is equivalent to (3.5.1). Hence a solution to (3.5.7) exists for all time.

3.5.2 Estimates

In this section we prove the estimates needed for the second part of Theorem
3.5.1. Assume that φ = φ(t) solves (3.5.7). We have:
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Lemma 3.5.2. There exists a uniform constants C and t′ > 0 such that on M ,

(i) φ(t) ≤ C for t ≥ 0.

(ii) φ̇(t) ≤ Cte−t for t ≥ t′. In particular, φ̇(t) ≤ C for t ≥ 0.

(iii) ωn(t) ≤ CΩ for t ≥ 0.

Proof. Part (i) follows immediately from the maximum principle. Indeed if φ
achieves a maximum at a point (x0, t0) with t0 > 0 then, directly from (3.5.7),

0 ≤ d

dt
φ ≤ log

ω̂nt
Ω

− φ at (x0, t0), (3.5.8)

and hence φ ≤ log(ω̂nt /Ω) ≤ C.

Part (ii) is a result of [Tzha06]. Compute(
d

dt
− ∆

)
φ = φ̇− n+ tr ωω̂t (3.5.9)(

d

dt
− ∆

)
φ̇ = −e−ttr ω(ω0 − ω̂∞) − φ̇, (3.5.10)

using the fact that d
dt ω̂t = −e−t(ω0 − ω̂∞). Hence(

d

dt
− ∆

)(
etφ̇
)

= −tr ω(ω0 − ω̂∞) (3.5.11)(
d

dt
− ∆

)
(φ̇+ φ+ nt) = tr ωω̂∞. (3.5.12)

Subtracting (3.5.12) from (3.5.11) gives(
d

dt
− ∆

)(
(et − 1)φ̇− φ− nt

)
= −tr ωω0 < 0, (3.5.13)

which implies that the maximum of (et−1)φ̇−φ−nt is decreasing in time, giving

(et − 1)φ̇− φ− nt ≤ 0. (3.5.14)

This establishes (ii). Part (iii) follows from Corollary 3.2.3 (or using (i) and (ii)
and the fact that ωn/Ω = eφ̇+φ). �

We now prove lower bounds for φ and φ̇ away from a subvariety. To do this
we need to use Tsuji’s trick of applying Kodaira’s Lemma (part (iii) of Theorem
3.1.12).

Since KM is big and nef, there exists an effective divisor E on M with KM −
δ[E] > 0 for some sufficiently small δ > 0. Since ω̂∞ lies in the cohomology class
c1(KM ) it follows that for any Hermitian metric h of [E] the cohomology class of
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ω̂∞ − δRh is Kähler. Then by the ∂∂-Lemma we may pick a Hermitian metric h
on [E] such that

ω̂∞ − δRh ≥ cω0, (3.5.15)

for some constant c > 0. Moreover, if we pick any ε ∈ (0, δ] we have

ω̂∞ − εRh ≥ cεω0, (3.5.16)

for cε = cε/δ > 0. Indeed, since ω̂∞ is semi-positive,

ω̂∞ − εRh =
ε

δ
(ω̂∞ − δRh) +

(
1 − ε

δ

)
ω̂∞ ≥ ε

δ
(ω̂∞ − δRh) ≥ cε

δ
ω0. (3.5.17)

Now fix a holomorphic section σ of [E] which vanishes to order 1 along the
divisor E. It follows that

ω̂∞ + ε

√
−1

2π
∂∂ log |σ|2h ≥ cεω0, on M \ E, (3.5.18)

since ∂∂ log |σ|2h = ∂∂ log h away from E. Note that here (and henceforth) we are
writing E for the support of the divisor E.

We can then prove:

Lemma 3.5.3. With the notation above, for every ε ∈ (0, δ] there exists a con-
stant Cε > 0 such that on (M \ E) × [0,∞),

(i) φ ≥ ε log |σ|2h − Cε.

(ii) φ̇ ≥ ε log |σ|2h − Cε.

(iii) ωn ≥ 1

Cε
|σ|2εh Ω.

Proof. It suffices to prove the estimate

φ+ φ̇ ≥ ε log |σ|2h − Cε, on M \ E, (3.5.19)

where we write Cε for a constant that depends only on ε and the fixed data.
Indeed this inequality immediately implies (iii). The estimates (i) and (ii) follow
from (3.5.19) together with the upper bounds of φ̇ and φ given by Lemma 3.5.2.

To establish (3.5.19), we will bound from below the quantity Q defined by

Q = φ̇+ φ− ε log |σ|2h = log
ωn

|σ|2εh Ω
, on M \ E. (3.5.20)

Observe that for any fixed time t, Q(x, t) → ∞ as x approaches E. Hence for
each time t, Q attains a minimum (in space) in the interior of the set M \ E.
Now from (3.5.12) we have(

d

dt
− ∆

)
(φ̇+ φ) = tr ωω̂∞ − n. (3.5.21)
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Using this we compute on M \ E,(
d

dt
− ∆

)
Q = tr ωω̂∞ − n+ εtr ω

(√
−1

2π
∂∂ log |σ|2h

)
(3.5.22)

= tr ω

(
ω̂∞ + ε

√
−1

2π
∂∂ log |σ|2h

)
− n (3.5.23)

≥ cεtr ωω0 − n, (3.5.24)

where for the last line we used (3.5.18).

Then if Q achieves a minimum at (x0, t0) with x0 in M \ E and t0 > 0 then
at (x0, t0) we have

tr ωω0 ≤
n

cε
. (3.5.25)

By the geometric-arithmetic means inequality, at (x0, t0),(
ωn0
ωn

)1/n

≤ 1

n
tr ωω0 ≤

1

cε
, (3.5.26)

which gives a uniform lower bound for the volume form ωn(x0, t0). Hence

Q(x0, t0) = log
ωn

|σ|2hΩ
(x0, t0) ≥ −Cε, (3.5.27)

and since Q is bounded below at time t = 0 we obtain the desired lower bound
for Q. �

Next we prove estimates for g(t) away from a divisor. First, we from now on

fix an ε in (0, δ] sufficiently small so that ω0 + ε
√
−1
2π ∂∂ log h is Kähler. We will

need the following lemma.

Lemma 3.5.4. For the ε > 0 fixed as above, the metrics ω̂t,ε defined by

ω̂t,ε := ω̂t + ε

√
−1

2π
∂∂ log h = ω̂∞ + ε

√
−1

2π
∂∂ log h+ e−t(ω0 − ω̂∞). (3.5.28)

give a smooth family of Kähler metrics for t ∈ [0,∞). Moreover there exists a
constant C > 0 such that for all t,

1

C
ω0 ≤ ω̂t,ε ≤ Cω0. (3.5.29)

Proof. From (3.5.18) we see that ω̂∞ + ε
√
−1
2π ∂∂ log h is Kähler. Hence we may

choose T0 > 0 sufficiently large so that, for C > 0 large enough,

1

C
ω0 ≤ ω̂∞ + ε

√
−1

2π
∂∂ log h+ e−t(ω0 − ω̂∞) ≤ Cω0, (3.5.30)
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for all t > T0. It remains to check that ω̂t,ε is Kähler for t ∈ [0, T0]. But for
t ∈ [0, T0],

ω̂t,ε = (1 − e−t)

(
ω̂∞ + ε

√
−1

2π
∂∂ log h

)
+ e−t

(
ω0 + ε

√
−1

2π
∂∂ log h

)
> e−T0

(
ω0 + ε

√
−1

2π
∂∂ log h

)
> 0, (3.5.31)

by definition of ε. �
We can now prove bounds for the evolving metric:

Lemma 3.5.5. There exist uniform constants C and α such that on (M \ E) ×
[0,∞),

trω0 ω ≤ C

|σ|2αh
. (3.5.32)

Hence there exist uniform constants C ′ > 0 and α′ such that on (M \E)× [0,∞),

|σ|2α′
h

C ′ ω0 ≤ ω(t) ≤ C ′

|σ|2α′
h

ω0. (3.5.33)

Proof. Define a quantity Q on M \ E by

Q = log tr ω0ω −A
(
φ− ε log |σ|2h

)
, (3.5.34)

for A a sufficiently large constant to be determined later. For any fixed time t,
Q(x, t) → −∞ as x approaches E. Then compute using Proposition 3.2.5,(

d

dt
− ∆

)
Q ≤ C0tr ωω0 −Aφ̇+A∆

(
φ− ε log |σ|2h

)
. (3.5.35)

Now at any point of M \ E,

∆
(
φ− ε log |σ|2h

)
= tr ω

(
ω − ω̂t − ε

√
−1

2π
∂∂ log |σ|2h

)
= n− tr ωω̂t,ε. (3.5.36)

Applying Lemma 3.5.4, we may choose A sufficiently large so that Aω̂t,ε ≥ (C0 +
1)ω0 and hence (

d

dt
− ∆

)
Q ≤ −tr ωω0 −A

(
log

ωn

Ω
− φ

)
+An

≤ −tr ωω0 −A log
ωn

ωn0
+ C, (3.5.37)

where we have used the upper bound on φ from Lemma 3.5.2.
Working in a compact time interval [0, t′] say, suppose that Q achieves a

maximum at (x0, t0) with x0 in M and t0 > 0. Then at (x0, t0) we have

tr ωω0 +A log
ωn

ωn0
≤ C. (3.5.38)
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By the same argument as in the proof of Lemma 3.3.4 we see that (tr ω0ω)(x0, t0) ≤
C.

Then for any (x, t) ∈ (M \ E) × [0, t′] we have

Q(x, t) = (log tr ω0ω)(x, t) −A
(
φ− ε log |σ|2h

)
(x, t)

≤ Q(x0, t0)

≤ logC −A
(
φ− ε log |σ|2h

)
(x0, t0) ≤ C ′, (3.5.39)

where for the last line we used part (i) of Lemma 3.5.3. Since t′ is arbitary, we
have on (M \ E) × [0,∞),

log tr ω0ω ≤ C +A
(
φ− ε log |σ|2h

)
. (3.5.40)

Since φ is bounded from above we obtain (3.5.32) after exponentiating.
For (3.5.33), combine (3.5.32) with part (iii) of Lemma 3.5.3. �
We now wish to obtain higher order estimates on compact subsets of M \E:

Lemma 3.5.6. For m = 0, 1, 2, . . ., there exist uniform constants Cm and αm
such that on (M \ E) × [0,∞),

S ≤ C0

|σ|2α0
h

, |∇m
R Rm(g)| ≤ Cm

|σ|2αm
h

, (3.5.41)

where we are using the notation of Sections 3.2.5 and 3.2.6.

Proof. We prove only the bound on S and leave the bounds on curvature and its
derivatives as an exercise to the reader. We will follow quite closely an argument
given in [SW10]. From Proposition 3.2.8 and (3.5.33),(

d

dt
− ∆

)
S = −|∇Ψ|2 − |∇Ψ|2 + |Ψ|2 − 2Re

(
gjigqpgkℓ∇

bR̂ k
ibp

Ψℓ
jq

)
(3.5.42)

≤ −|∇Ψ|2 − |∇Ψ|2 + S + C|σ|−Kh
√
S, (3.5.43)

for a uniform constant K. We have

|∂S| ≤
√
S(|∇Ψ| + |∇Ψ|). (3.5.44)

Moreover,
|∂|σ|4Kh | ≤ C|σ|3Kh and |∆|σ|4Kh | ≤ C|σ|3Kh , (3.5.45)

where we are increasing K if necessary. Then(
d

dt
− ∆

)
(|σ|4Kh S) = |σ|4Kh

(
d

dt
− ∆

)
S − 2Re(gji∂i|σ|4Kh ∂jS) − (∆|σ|4Kh )S

≤ −|σ|4Kh (|∇Ψ|2 + |∇Ψ|2) + C|σ|3Kh
√
S(|∇Ψ| + |∇Ψ|)

+ C|σ|2Kh S + C

≤ C(1 + |σ|2Kh S). (3.5.46)
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But from Proposition 3.2.4 and (3.5.33)(
d

dt
− ∆

)
tr ω0ω = −tr ω0ω − gℓkR(g0)

ji

kℓ
gij − gji0 g

qpgℓk∇0
i gpℓ∇

0
j
gkq

≤ C|σ|−Kh − 1

C
|σ|Kh S − 1

2
gji0 g

qpgℓk∇0
i gpℓ∇

0
j
gkq, (3.5.47)

where ∇0 denotes the covariant derivative with respect to g0. We may assume
that K is large enough so that |(∆|σ|Kh )tr ω0ω| ≤ C. Then(

d

dt
− ∆

)
(|σ|Kh tr ω0ω) ≤ − 1

C
|σ|2Kh S + C − 2Re(gji∂i|σ|Kh ∂jtr ω0ω)

− 1

2
|σ|Kh g

ji
0 g

qpgℓk∇0
i gpℓ∇

0
j
gkq

≤ − 1

C
|σ|2Kh S + C, (3.5.48)

where for the last line we have used:

|2Re(gji∂i|σ|Kh ∂jtr ω0ω)| ≤ C +
1

C
|∂|σ|Kh |2|∂tr ω0ω|2 (3.5.49)

≤ C +
1

2
|σ|Kh g

ji
0 g

qpgℓk∇0
i gpℓ∇

0
j
gkq, (3.5.50)

which follows from (3.2.19), increasing K if necessary.
Now define Q = |σ|4Kh S + A|σ|Kh tr ω0ω for a constant A. Combining (3.5.46)

and (3.5.48) we see that for A sufficiently large,(
d

dt
− ∆

)
Q ≤ −|σ|2Kh S + C, (3.5.51)

and then Q is bounded from above by the maximum principle. The bound on S
then follows. �

As a consequence:

Lemma 3.5.7. φ = φ(t) and ω = ω(t) are uniformly bounded in C∞
loc(M \ E).

Proof. Applying Theorem 3.2.15 gives the C∞
loc(M \ E) bounds for ω. Since by

Lemmas 3.5.2 and 3.5.3, φ is uniformly bounded (in C0) on compact subsets of
M \ E, the C∞

loc(M \ E) bounds on φ follow from those on ω. �

3.5.3 Convergence of the flow and uniqueness of the limit

We now complete the proof of Theorem 3.5.1. From part (ii) of Lemma 3.5.2 we
have φ̇ ≤ Cte−t for t ≥ t′. Hence for t ≥ t′,

d

dt

(
φ+ Ce−t(t+ 1)

)
≤ 0. (3.5.52)



134 CHAPTER 3. INTRODUCTION TO THE KRF

On the other hand, from Lemma 3.5.3, the quantity φ+Ce−t(t+ 1) is uniformly
bounded from below on compact subsets of M\E. Hence φ(t) converges pointwise
on M \ E to a function φ∞. Since we have C∞

loc(M \ E) estimates for φ(t) this
implies, by a similar argument to that given in the proof of Theorem 3.4.1, that
φ converges to φ∞ in C∞

loc(M \E). In particular φ∞ is smooth on M \E. Define

ω∞ = ω̂∞ +
√
−1
2π ∂∂φ∞. Then ω∞ is a smooth Kähler metric on M \ E.

Moreover, since φ(t) converges to φ∞ we must have, for each x ∈ M \ E,
φ̇(x, ti) → 0 for a sequence of times ti → ∞. But since φ̇(t) converges in C∞

loc(M \
E) as t → ∞ we have by uniqueness of limits that φ̇(t) converges to zero in
C∞
loc(M \ E) as t→ ∞. Taking the limit of (3.5.7) as t→ ∞ we obtain

log
ωn∞
Ω

− φ∞ = 0 (3.5.53)

on M \ E and applying ∂∂ to this equation gives Ric(ω∞) = −ω∞ on M \ E.
This completes the proof of Theorem 3.5.1.

We have now proved the existence of a singular Kähler-Einstein metric on M .
We now prove a uniqueness result. Let Ω, ω̂∞, σ and h be as above.

Theorem 3.5.8. There exists a unique smooth Kähler metric ωKE on M \ E
satisfying

(i) Ric(ωKE) = −ωKE on M \ E.

(ii) There exists a constant C and for every ε > 0 a constant Cε > 0 with

1

Cε
|σ|2εh Ω ≤ ωnKE ≤ CΩ, on M \ E. (3.5.54)

Note that although it may appear that condition (ii) depends on the choices
of Ω, σ and h, in fact it is easy to see it does not.

Proof of Theorem 3.5.8. The existence part follows immediately from Theorem
3.5.1, Lemma 3.5.2 and Lemma 3.5.3, so it remains to prove uniqueness. Suppose
ωKE and ω̃KE are two solutions and define functions ψ and ψ̃ on M \E by

ψ = log
ωnKE

Ω
and ψ̃ = log

ω̃nKE

Ω
, (3.5.55)

with Ω as in (3.5.6). Then we have

ωKE = −Ric(ωKE) = ω̂∞ +

√
−1

2π
∂∂ψ, ω̃KE = −Ric(ω̃KE) = ω̂∞ +

√
−1

2π
∂∂ψ̃.

(3.5.56)
Hence it suffices to show that ψ = ψ̃. By symmetry it is enough to show ψ ≥ ψ̃.

For any ε > 0 and δ > 0 sufficiently small, define

H = ψ − (1 − δ)ψ̃ − δε log |σ|2h. (3.5.57)
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From the condition (3.5.54), ψ̃ is bounded from above and ψ ≥ ε′ log |σ|2h − Cε′

for any ε′ > 0. Taking ε′ = εδ/2 we see that

H ≥ −εδ
2

log |σ|2h − Cε′ − C, (3.5.58)

and hence H is bounded from below by a constant depending on ε and δ and
tends to infinity on E. Hence H achieves a minimum at a point x0 ∈M \ E.

On the other hand, we have

log
ωnKE

ω̃nKE

= ψ − ψ̃, (3.5.59)

which using (3.5.56) we can rewrite as

log

(
ω̂∞ + (1 − δ)

√
−1
2π ∂∂ψ̃ − δεRh +

√
−1
2π ∂∂H

)n
ω̃nKE

= ψ − ψ̃. (3.5.60)

Since δω̂∞ − δεRh is Kähler for ε sufficiently small, we obtain

ψ − ψ̃ ≥ log
(1 − δ)n

(
ω̃KE +

√
−1
2π ∂∂

(
H
1−δ

))n
ω̃nKE

. (3.5.61)

Hence at the point x0 at which H achieves a minimum we have

ψ − ψ̃ ≥ n log(1 − δ), (3.5.62)

and so, using the inequality ψ̃ ≥ ε log |σ|2h − Cε,

H(x0) ≥ δψ̃(x0) + n log(1 − δ) − δε log |σ|2h(x0) ≥ −δCε + n log(1 − δ). (3.5.63)

For any ε > 0 we may choose δ = δ(ε) sufficiently small so that δCε < ε/2 and
n log(1− δ) > −ε/2, giving H(x0) ≥ −ε and hence H ≥ −ε on M \E. It follows
that on M \ E,

ψ ≥ (1 − δ)ψ̃ + δε log |σ|2h − ε. (3.5.64)

Letting ε→ 0 (so that δ → 0 too) gives ψ ≥ ψ̃ as required. �

3.5.4 Further estimates using pluripotential theory

In this section we will show how results from pluripotential theory can be used
to improve on the estimates given in the proof of Theorem 3.5.1.

The following a priori estimate, extending Yau’s zeroth order estimate, was
proved by Eyssidieux-Guedj-Zeriahi [EGZ11]. A slightly weaker version of this
result, which would also suffice for our purposes, was proved independently by
Zhang [Zha06].
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Theorem 3.5.9. Let M be a compact Kähler manifold and ω a closed smooth
semi-positive (1, 1)-form with

∫
M ωn > 0. Let f be a smooth nonnegative func-

tion. Fix p > 1. Then if φ is a smooth function with ω +
√
−1
2π ∂∂φ ≥ 0 solving

the complex Monge-Ampère equation

(ω +

√
−1

2π
∂∂φ)n = fωn, (3.5.65)

then there exists a constant C depending only on M,ω and ∥f∥Lp(M,ω) such that

oscMφ ≤ C. (3.5.66)

The differences between this result and Theorem 3.4.6 are that here ω is only
required to be semi-positive and the estimate on φ depends only on the Lp bound
of the right hand side of the equation. We remark that we have not stated the
result in the sharpest possible way. The conditions that φ and f are smooth can

be relaxed to φ being bounded with ω+
√
−1
2π ∂∂φ ≥ 0 and f being in Lp. We have

ignored this to avoid technicalities such as defining the Monge-Ampère operator
in this more general setting. We omit the proof of this theorem since it goes
beyond the scope of these notes. The theorem is a generalization of a seminal
work of Ko lodziej [Kol98]. For a further generalization, see [BEGZ10].

We will apply Theorem 3.5.9 to show that the solution φ = φ(t) of the
parabolic complex Monge-Ampère equation (3.5.7) is uniformly bounded, a result
first established by Tian-Zhang [Tzha06]. Moreover, we can in addition obtain a
bound on φ̇ [Zha09].

Proposition 3.5.10. There exists a uniform C such that under the assumptions
of Theorem 3.5.1, φ solving (3.5.7) satisfies for t ∈ [0,∞),

∥φ∥C0 ≤ C and ∥φ̇∥C0 ≤ C. (3.5.67)

Hence there exists a uniform constant C ′ > 0 such that for t ∈ [0,∞),

1

C ′Ω ≤ ωn ≤ C ′Ω. (3.5.68)

Proof. First observe that

(ω̂t +

√
−1

2π
∂∂φ)n = fω̂nt , for f = eφ̇+φ

Ω

ω̂nt
≥ 0. (3.5.69)

From the definition of ω̂t and Lemma 3.5.2 we see that f is uniformly bounded
from above, and hence bounded in Lp for any p. Applying Theorem 3.5.9 we see
that oscMφ ≤ C for some uniform constant.

For the bound on φ, it only remains to check that there exists a constant C ′

such that for each time t there exists x ∈M with |φ(x)| ≤ C ′. From Lemma 3.5.2
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we have an upper bound for φ(x) for all x ∈ M . For the lower bound, observe
that ∫

M
eφ̇+φΩ =

∫
M

(ω̂t +

√
−1

2π
∂∂φ)n =

∫
M
ω̂nt ≥ c, (3.5.70)

for some uniform constant c > 0. It follows that at each time t there exists x ∈M
with eφ̇(x)+φ(x) ≥ c/

∫
M Ω. Since φ̇ is uniformly bounded from above by Lemma

3.5.2 this gives φ(x) ≥ −C ′ for that x, as required.
For the bound on φ̇ we use an argument due to Zhang [Zha09]. From (3.5.7)

and Theorem 3.2.2,

d

dt
(φ̇+ φ) =

d

dt

(
log

ωn

Ω

)
= −R− n ≤ C0e

−t (3.5.71)

for a uniform constant C0. We may suppose that ∥φ∥C0 ≤ C0 for the same
constant C0 > 0. We claim that φ̇ > −4C0. Suppose not. Then there exists a
point (x0, t0) with φ̇(x0, t0) ≤ −4C0. Using (3.5.71) we have for any t > t0,

(φ̇+ φ)(x0, t) − (φ̇+ φ)(x0, t0) ≤ C0

∫ t

t0

e−sds = C0(e
−t0 − e−t). (3.5.72)

Hence for t > t0,

φ̇(x0, t) ≤ (φ̇+ φ)(x0, t0) + C0e
−t0 − φ(x0, t) ≤ −C0, (3.5.73)

using the fact that φ̇(x0, t0) ≤ −4C0. This is a contradiction since φ(x0, t) is
uniformly bounded as t→ ∞. �

An immediate consequence is:

Corollary 3.5.11. The singular Kähler-Einstein metric ωKE constructed in The-
orem 3.5.1 satisfies

1

C
Ω ≤ ωnKE ≤ CΩ on M \ E, (3.5.74)

for some C > 0.

As another application of Proposition 3.5.10, we use the estimate on φ to-
gether with the parabolic Schwarz lemma to obtain a lower bound on the metric
ω.

Lemma 3.5.12. Under the assumptions of Theorem 3.5.1, there exists a uniform
constant C such that

ω ≥ 1

C
ω̂∞, on M × [0,∞). (3.5.75)

Proof. Recall that ω̂∞ = 1
mΦ∗ωFS where Φ : M → PN is a holomorphic map and

ωFS is the Fubini-Study metric on PN . We can then directly apply Theorem 3.2.6
to obtain (

d

dt
− ∆

)
log tr ωω̂∞ ≤ C ′tr ωω̂∞ + 1, (3.5.76)
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for C ′ an upper bound for the bisectional curvature of ωFS. DefineQ = log tr ωω̂∞−
Aφ for A to be determined later. Compute, using Proposition 3.5.10,(

d

dt
− ∆

)
Q ≤ C ′tr ωω̂∞ −Aφ̇+An−Atr ωω̂t + 1

≤ −tr ωω̂∞ + C, (3.5.77)

where we have chosen A to be sufficiently large so that Aω̂t ≥ (C ′ + 1)ω̂∞.
It follows from the maximum principle that Q and hence tr ωω̂∞ is uniformly
bounded from above and this completes the proof of the lemma. �

Observe that Lemma 3.5.12 together with the volume upper bound from
Lemma 3.5.2 show that the metric ω(t) is uniformly bounded above and be-
low on compact subsets of M \S, for S the set of points where ω̂∞ is degenerate.
Thus we can obtain an alternative proof of Theorem 3.5.1 which avoids the use
of Lemma 3.5.3 and Lemma 3.5.5.

Finally we mention that Zhang [Zha09] also proved a uniform bound for the
scalar curvature of the evolving metric in this setting.

3.6 Kähler-Ricci flow on a product elliptic surface

In this section we investigate collapsing along the Kähler-Ricci flow. We study
this behavior in the simple case of a product of two Riemann surfaces.

3.6.1 Elliptic surfaces and the Kähler-Ricci flow

Let M now have complex dimension two. An elliptic curve E is a compact
Riemann surface with c1(E) = 0 (by the Gauss-Bonnet formula this is equivalent
to having genus equal to 1). We say that M is an elliptic surface if there exists a
surjective holomorphic map π : M → S onto a Riemann surface S such that the
fiber π−1(s) is an elliptic curve for all but finitely many s ∈ S. In particular, the
product of an elliptic curve and any Riemann surface is an elliptic surface, which
we will call a product elliptic surface.

In [ST07], the Kähler-Ricci flow was studied on a general minimal elliptic
surface (see Section 3.8 for a definition of minimal). In this case there are finitely
many singular fibers of the map π. It was shown that the Kähler-Ricci flow
converges in C1+β for any β ∈ (0, 1) at the level of potentials away from the
singular fibers, and also converges on M in the sense of currents, to a generalized
Kähler-Einstein metric on the base S. A higher dimensional analogue was given
in [ST12].

Here we study the behavior of the Kähler-Ricci flow in the more elementary
case of a product elliptic surface M = E×S, where E is an elliptic curve and S is
a Riemann surface with c1(S) < 0 (genus greater than 1). Because of the simpler
structure of the manifold, we can obtain stronger estimates than in [ST07].
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By the uniformization theorem for Riemann surfaces (or the results of Section
3.4), S and E admit Kähler metrics of constant curvature which are unique up
to scaling. Hence we can define Kähler metrics ωS on S and ωE on E by

Ric(ωS) = −ωS , Ric(ωE) = 0,

∫
E
ωE = 1. (3.6.1)

Denote by πS and πE the projection maps πS : M → S and πE : M → E.
As in the case of the previous section we consider the normalized Kähler-Ricci

flow
d

dt
ω = −Ric(ω) − ω, ω|t=0 = ω0, (3.6.2)

The first Chern class of M is given by c1(M) = −[π∗ωS ], which can be seen
from the equation

Ric(π∗SωS + π∗EωE) = −π∗SωS . (3.6.3)

Since π∗ωS is a nonnegative (1,1) form on M , it follows from Theorem 3.3.1 that
a solution to (3.6.2) exists for all time for any initial Kähler metric ω0.

As a simple example, first consider the case when the initial metric ω0 splits
as a product. Suppose ω0 = π∗Eω

0
E +π∗Sω

0
S , where ω0

E and ω0
S are smooth metrics

on E and S respectively. Then the Kähler-Ricci flow splits into the Kähler-Ricci
flows on E and S, with ω(t) = π∗EωE,t + π∗SωS,t where ωE,t and ωS,t solve the
Kähler-Ricci flow on E and S respectively. Since c1(E) = 0 and c1(S) < 0 we can
apply the results of Section 3.4 to see that ωE,t converges in C∞ to 0 (because of
the normalization) as t→ ∞ and ωS,t converges in C∞ to ωS . Hence the solution
to the original normalized Kähler-Ricci flow converges in C∞ to π∗SωS .

We now turn back to the general case of a non-product metric. For conve-
nience, here and henceforth we will drop the π∗S and π∗E and write ωS and ωE for
the (1, 1)-forms pulled back to M . We prove:

Theorem 3.6.1. Let ω(t) be the solution of the normalized Kahler-Ricci flow
(3.6.2) on M = E × S with initial Kahler metric ω0. Then

(i) For any β ∈ (0, 1), ω(t) converges to ωS in Cβ(M, g0).

(ii) The curvature tensors of ω(t) and their derivatives are uniformly bounded
along the flow.

(iii) For any fixed fiber E = π−1
S (s), we have

∥etω(t)|E − ωflat∥C0(E) → 0 as t→ ∞, (3.6.4)

where ωflat is the Kähler Ricci-flat metric on E with
∫
E ωflat =

∫
E ω0.

Remark 3.6.2. We conjecture that in (i), the convergence in Cβ(M) can be
replaced by C∞(M) convergence. Such a result is contained in the work of Gross-
Tosatti-Zhang [GTZ11] for the case of a family of Ricci-flat metrics. It seems
likely that their methods could be extended to cover this case too. It would also be
interesting to find a proof of C∞ convergence using only the maximum principle.
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Since the normalized Kähler-Ricci flow exists for all time we can compute, as
in (3.5.3) and (3.5.4), the evolution of the Kähler class to be

[ω(t)] = e−t[ω0] + (1 − e−t)[ωS ]. (3.6.5)

Before proving Theorem 3.6.1 we will, as in the sections above, reduce (3.6.2)
to a parabolic complex Monge-Ampère equation. Define reference metrics ω̂t ∈
[ω(t)] by

ω̂t = e−tω0 + (1 − e−t)ωS , for t ∈ [0,∞). (3.6.6)

Define a smooth volume form Ω on M by

√
−1

2π
∂∂ log Ω = ωS ∈ −c1(M),

∫
M

Ω = 2

∫
M
ω0 ∧ ωS . (3.6.7)

In fact, from (3.6.3) one can see that Ω is a constant multiple of ωS ∧ ωE . We
consider the parabolic complex Monge-Ampère equation

d

dt
φ = log

et(ω̂t +
√
−1
2π ∂∂φ)2

Ω
−φ, ω̂t+

√
−1

2π
∂∂φ > 0, φ|t=0 = 0. (3.6.8)

As in earlier sections, a solution φ = φ(t) of (3.6.8) exists for all time and

ω = ω̂t +
√
−1
2π ∂∂φ solves the normalized Kähler-Ricci flow. Note that we insert

the factor of et in the equation to ensure that φ is uniformly bounded (see Lemma
3.6.3 below) but of course it does not change the evolution of the metric along
the flow.

3.6.2 Estimates

In this section we establish uniform estimates for the solution φ = φ(t) of (3.6.8),
which we know exists for all time.

Lemma 3.6.3. There exists C > 0 such that on M × [0,∞),

(i) |φ| ≤ C.

(ii) |φ̇| ≤ C.

(iii)
1

C
ω̂2
t ≤ ω2 ≤ Cω̂2

t .

Proof. For (i), first note that since etω̂2
t = e−tω2

0 + 2(1 − e−t)ω0 ∧ ωS we have

1

C
Ω ≤ etω̂2

t ≤ CΩ. (3.6.9)

Hence if φ achieves a maximum at (x0, t0) with t0 > 0 then at that point,

0 ≤ d

dt
φ ≤ log

etω̂2
t

Ω
− φ ≤ logC − φ, (3.6.10)
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giving φ ≤ logC. The lower bound of φ follows similarly.
For (ii) observe that d

dt ω̂t = ωS − ω̂t and hence(
d

dt
− ∆

)
φ̇ = tr ω(ωS − ω̂t) + 1 − φ̇. (3.6.11)

By definition of ω̂t there exists a uniform constant C0 > 0 such that C0ω̂t ≥ ωS .
For the upper bound of φ̇, we apply the maximum principle to Q1 = φ̇−(C0−1)φ.
Compute(

d

dt
− ∆

)
Q1 = tr ω(ωS − ω̂t) + 1 − C0φ̇+ (C0 − 1)tr ω(ω − ω̂t)

≤ 1 − C0φ̇+ 2(C0 − 1), (3.6.12)

and we see that φ̇ is uniformly bounded from above at a point where Q1 achieves
a maximum. Since φ is bounded by (i) we obtain the required upper bound of φ̇.

For the lower bound of φ̇, let Q2 = φ̇+ 2φ and compute(
d

dt
− ∆

)
Q2 = tr ω(ωS − ω̂t) + 1 + φ̇− 2tr ω(ω − ω̂t)

≥ tr ωω̂t + φ̇− 3. (3.6.13)

Using (3.6.8), (3.6.9) and the arithmetic-geometric means inequality, we have at
a point (x0, t0) where Q2 achieves a minimum,

e−(φ̇+φ)/2 =

(
Ω

etω2

)1/2

≤ C

(
ω̂2
t

ω2

)1/2

≤ C

2
tr ωω̂t ≤ C ′ − φ̇. (3.6.14)

Hence φ̇ is uniformly bounded from below at (x0, t0), giving (ii). Part (iii) follows
from (i) and (ii). �

Next we estimate ω in terms of ω̂t. It is convenient to define another family
of reference metrics ω̃t whose curvature we can control more precisely. Define
ω̃0 = ωE + ωS and

ω̃t = e−tω̃0 + (1 − e−t)ωS = ωS + e−tωE . (3.6.15)

Observe that ω̃t and ω̂t are uniformly equivalent.

Lemma 3.6.4. There exists C > 0 such that on M × [0,∞),

1

C
ω̃t ≤ ω ≤ Cω̃t (3.6.16)

Proof. From part (iii) of Lemma 3.6.3 it suffices to obtain an upper bound of the
quantity tr ω̃tω from above. Compute using the argument of Proposition 3.2.4,(

d

dt
− ∆

)
tr ω̃tω ≤ −tr ω̃tω − gjiR̃ ℓk

ij
gkℓ − g̃jit g

qpgℓk∇̃igpℓ∇̃jgkq +

(
d

dt
g̃jit

)
gij ,

(3.6.17)
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where we are using R̃ ℓk
ij

and ∇̃ = ∇g̃t to denote the curvature and covariant

derivative with respect to g̃t. Since d
dt ω̃t = −ω̃t + ωS ≥ −ω̃t, we have(

d

dt
g̃jit

)
gij ≤ tr ω̃tω. (3.6.18)

Hence, from the argument of Proposition 3.2.5,(
d

dt
− ∆

)
log tr ω̃tω ≤ − 1

tr ω̃tω
gjiR̃ ℓk

ij
gkℓ. (3.6.19)

Next we claim that

−gjiR̃ ℓk
ij

gkℓ = (tr ωωS)
2ωE ∧ ω

ω̃2
0

≤ (tr ωωS)(tr ω̃0ω) ≤ (tr ωωS)(tr ω̃tω). (3.6.20)

To see (3.6.20), compute in a local holomorphic product coordinate system (z1, z2)
with z1 a normal coordinate for ωS |S in the base S direction and z2 a normal
coordinate for ωE |E in the fiber E direction. In these coordinates g̃t is diagonal
and (g̃t)11 = (gS)11. Since the curvature of ωE vanishes, we have from (3.6.3)

R̃1111 = −(gS)11(gS)11, (3.6.21)

and R̃ijkℓ = 0 if i, j, k and ℓ are not all equal to 1. Hence the only non-zero

component of the curvature of ω̃t appearing in (3.6.20) is R̃ 11
11

= −1. This
gives the first equality of (3.6.20), and the next two inequalities follow from the
definition of ω̃0 and ω̃t.

Combining (3.6.19), (3.6.20) we have(
d

dt
− ∆

)
log tr ω̃tω ≤ tr ωωS . (3.6.22)

Now define
Q3 = log tr ω̃tω −Aφ, (3.6.23)

for A = C0 + 1 where C0 is the positive constant with C0ω̂t ≥ ωS and compute(
d

dt
− ∆

)
Q3 ≤ tr ωωS −Aφ̇+Atr ω(ω − ω̂t)

≤ C − tr ωω̂t

≤ C − 1

C ′ tr ω̃tω, (3.6.24)

for some C ′ > 0. For the last line we have used the estimate (iii) of Lemma
3.6.3 and the fact that ω̃t and ω̂t are uniformly equivalent. Since φ is uniformly
bounded from part (i) of Lemma 3.6.3 we see that Q3 is bounded from above by
the maximum principle, completing the proof of the lemma. �

Next we prove an estimate on the derivative of ω using an argument similar
to that of Theorem 3.2.9.
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Lemma 3.6.5. There exists a uniform constant C such that on M × [0,∞),

S := |∇g̃0g|2 ≤ C and |∇g̃0g|2g̃0 ≤ C, (3.6.25)

where | · |, | · |g̃0 denote the norms with respect to the metrics g = g(t) and g̃0
respectively. Moreover, we have(

d

dt
− ∆

)
S ≤ −1

2
|Rm(g)|2 + C ′ (3.6.26)

for a uniform constant C ′.

Proof. First we show that(
d

dt
− ∆

)
tr ω̃tω ≤ C − 1

C ′ |∇g̃0g|2, (3.6.27)

for uniform constants C,C ′. From (3.6.17), (3.6.18), (3.6.20) and part (iii) of
Lemma 3.6.3,(

d

dt
− ∆

)
tr ω̃tω ≤ C − g̃jit g

qpgℓk∇̃igpℓ∇̃jgpq ≤ C − 1

C ′S. (3.6.28)

For the last inequality we are using the fact that ∇g̃t = ∇g̃0 which can be seen
by choosing a coordinate system at a point in which ∂ig̃t = 0 for all i and any
t ≥ 0. This establishes (3.6.27).

Using the notation of Proposition 3.2.8, write Ψk
ij = Γkij − Γ(g̃0)

k
ij so that

S = |Ψ|2. Then(
d

dt
− ∆

)
S = −|∇Ψ|2 − |∇Ψ|2 + |Ψ|2 − 2Re

(
gjigqpgkℓ∇

bR(g̃0)
k

ibp
Ψℓ
jq

)
.

We have

∇bR(g̃0)
k

ibp
= −gbaΨm

iaR(g̃0)
k

mbp
− gbaΨm

paR(g̃0)
k

ibm
+ gbaΨk

maR(g̃0)
m

ibp
.

(3.6.29)
Indeed, as in the proof of Lemma 3.6.4, this can be seen by choosing a local
holomorphic product coordinate system (z1, z2) centered at a point x with z1

normal for ωS and z2 normal for ωE . Using the argument of (3.6.20) and the
result of Lemma 3.6.4 we have

|Rm(g̃0)|2g := gjigℓkgqpgabR(g̃0)
a

iℓp
R(g̃0) b

jkq

= (tr ωωS)3
2ωE ∧ ω

ω̃2
0

≤ (tr ωω̃t)
3tr ω̃tω ≤ C. (3.6.30)
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Combining (3.6.29) and (3.6.30),∣∣∣2Re
(
gjigqpgkℓ∇

bR(g̃0)
k

ibp
Ψℓ
jq

)∣∣∣ ≤ CS. (3.6.31)

Since |∇Ψ|2 = |Rm(g̃0) − Rm(g)|2g, we compute(
d

dt
− ∆

)
S ≤ −|∇Ψ|2 − |∇Ψ|2 + CS

≤ −1

2
|Rm(g)|2 + CS + C ′ (3.6.32)

Then the upper bound on S follows from (3.6.28) and (3.6.32) by applying
the maximum principle to S + Atr ω̃tω for sufficiently large A. The inequality
|∇g̃0g|2g0 ≤ C follows from the fact that the metric g(t) is bounded from above
by g0 (Lemma 3.6.4). The inequality (3.6.26) follows from (3.6.32). �

We then easily obtain estimates for curvature and all covariant derivatives of
curvature, establishing part (ii) of Theorem 3.6.1.

Lemma 3.6.6. There exist uniform constants Cm for m = 0, 1, 2, . . . such that
on M × [0,∞),

|∇m
R Rm(g)|2 ≤ Cm. (3.6.33)

Proof. This follows from Lemma 3.6.5 and the arguments of Theorem 3.2.13 and
3.2.14. �

3.6.3 Fiber collapsing and convergence

In this subsection, we complete the proof of Theorem 3.6.1.
First we define a closed (1, 1) form ωflat on M with the properties that [ωflat] =

[ω0] and for each s ∈ S, ωflat restricted to the fiber π−1
S (s) is a Kähler-Ricci flat

metric. To do this, fix s ∈ S and define a function ρs on π−1
S (s) by

ω0|π−1
S (s)+

√
−1

2π
∂∂ρs > 0, Ric

(
ω0|π−1

S (s) +

√
−1

2π
∂∂ρs

)
= 0,

∫
π−1
S (s)

ρs ω0 = 0.

(3.6.34)
Since ρs satisfies a partial differential equation with parameters depending smoothly
on s ∈ S, it follows that ρs varies smoothly with s and hence defines a smooth

function on M , which we will call ρ. Now set ωflat := ω0 +
√
−1
2π ∂∂ρ. This is a

closed (1, 1) form with the desired properties. Note that for each s in S, ωflat|π−1
S (s)

is a metric, but ωflat may not be positive definite as a (1, 1) form on M .
We make use of ωflat to prove the following estimate on φ.

Lemma 3.6.7. There exists C > 0 such that on M × [0,∞),

|φ| ≤ C(1 + t)e−t. (3.6.35)
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Proof. Since ωflat is a constant multiple of ωE when restricted to each fiber, we
see from the definition of Ω that

Ω = 2ωS ∧ ωflat. (3.6.36)

Let Q = φ− e−tρ. Then

d

dt
Q = log

et(e−tωflat + (1 − e−t)ωS +
√
−1
2π ∂∂Q)2

2ωS ∧ ωflat
−Q. (3.6.37)

For a positive constant A, consider the quantity Q1 = etQ − At. At a point
(x0, t0) with t0 > 0 where Q1 achieves a maximum, we have

0 ≤ d

dt
Q1 ≤ et log

et(e−tωflat + (1 − e−t)ωS)2

2ωS ∧ ωflat
−A

≤ et log(1 + Ce−t) −A ≤ C ′ −A, (3.6.38)

for uniform constants C,C ′. Choosing A > C ′ gives a contradiction. Hence Q1

is bounded from above. It follows that φ ≤ C(1 + t)e−t for a uniform constant
C. The lower bound for φ is similar. �

Lemma 3.6.8. Fix β ∈ (0, 1). We have

(i) φ(t) → 0 in C2+β(M) as t→ ∞.

(ii) ω(t) → ωS in Cβ(M) as t→ ∞.

(iii)
d

dt
φ→ 0 in C0(M) as t→ ∞.

Proof. From Lemma 3.6.5 the tensor ∇g̃0g is bounded with respect to the fixed
metric g̃0. Moreover, g ≤ Cg̃0 for some uniform C. It follows that ∆g̃0φ is
bounded in C1(M, g̃0). Since φ is bounded in C0, we can apply the standard
Schauder estimates for Poisson’s equation [GT01], to see that φ is bounded in
C2+α for any α ∈ (0, 1). Choosing α > β, part (i) follows from this together with
Lemma 3.6.7. Part (ii) follows from part (i) and the fact that ω̂t converges in
C∞ to ωS as t→ ∞.

For part (iii), suppose for a contradiction that there exist ε > 0 and a sequence
{(xi, ti)}i∈N ⊂M × [0,∞) with ti → ∞ and

|φ̇| (xi, ti) > ε. (3.6.39)

From Lemma 3.6.3 and Lemma 3.6.6, the quantity

d

dt
φ̇ = −R(ω) − 1 − φ̇ (3.6.40)
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is uniformly bounded in C0(M × [0,∞)). Hence there exists a uniform constant
δ > 0 such that for each i,

|φ̇| (xi, t) ≥
ε

2
for all t ∈ [ti, ti + δ]. (3.6.41)

Hence

εδ

2
≤
∫ ti+δ

ti

|φ̇|(t, xi)dt =

∣∣∣∣∫ ti+δ

ti

φ̇(xi, t)dt

∣∣∣∣
= |φ(xi, ti + δ) − φ(xi, ti)|
≤ sup

x∈M
|φ(x, ti + δ) − φ(x, ti)|, (3.6.42)

a contradiction since φ(t) converges uniformly to 0 in C0(M) as t→ ∞. �
Finally, we prove part (iii) of Theorem 3.6.1.

Lemma 3.6.9. Fix s ∈ S and write E = π−1
S (s) for the fiber over s. Write

ωflat = ωflat|E. Then on E,

etω(t)|E → ωflat as t→ ∞, (3.6.43)

where the convergence is uniform on C0(E). Moreover, the convergence is uni-
form in s ∈ S.

Proof. We use here an argument similar to one found in [Tos10b]. Applying
Lemma 3.6.5 we have

|∇gE (g|E)|2g|E ≤ |∇g̃0g|2 ≤ C. (3.6.44)

From Lemma 3.6.4, we see that g|E is uniformly equivalent to e−tgE . It follows
that

|∇gE (etg|E)|2gE = e−t|∇gE (g|E)|2e−tgE
≤ Ce−t|∇gE (g|E)|2g|E ≤ C ′e−t. (3.6.45)

Since gflat is a constant multiple of gE we see that

|∇gE (etg|E − gflat)|2gE ≤ C ′e−t. (3.6.46)

Moreover, [etω|E ] = [ωflat]. It is now straightforward to complete the proof
of the lemma. Indeed, any two Kähler metrics on the Riemann surface E are
conformally equivalent and hence we can write etω|E = eσωflat for a smooth
function σ = σ(x, t) on E × [0,∞). We have

|d(eσ − 1)|2gE → 0 as t→ ∞, and

∫
E

(eσ − 1)ωE = 0. (3.6.47)

From the second condition, for each time t there exists y(t) ∈ E with σ(y(t), t) = 0
and hence by the Mean Value Theorem for manifolds,

|eσ(x,t) − 1| = |(eσ(x,t) − 1) − (eσ(y(t),t) − 1)| → 0 as t→ ∞, (3.6.48)
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uniformly in x ∈ E. This says precisely that etω(t)|E → ωflat uniformly as t→ ∞.
Moreover, none of our constants depend on the choice of s ∈ S. This completes
the proof of the lemma. �

Combining Lemma 3.6.6 with Lemmas 3.6.8 and 3.6.9 completes the proof of
Theorem 3.6.1.

3.7 Finite time singularities

In this section, we describe some behaviors of the Kähler-Ricci flow in the case of a
finite time singularity. The complete behavior of the flow is far from understood,
and is the subject of current research. In Section 3.7.1, we prove some basic
estimates, most of which hold under fairly weak hypotheses. Next, in Section
3.7.2, we describe a result of [Zha10] on the behavior of the scalar curvature and
discuss some speculations. In Sections 3.7.3 and 3.7.4 we describe, without proof,
some recent results [SSW11, SW10] and illustrate with an example.

3.7.1 Basic estimates

We now consider the Kähler-Ricci flow

d

dt
ω = −Ric(ω), ω|t=0 = ω0, (3.7.1)

in the case when T <∞. The cohomology class [ω0]−Tc1(M) is a limit of Kähler
classes but is itself no longer Kähler. The behavior of the Kähler-Ricci flow as
t tends towards the singular time T will depend crucially on properties of this
cohomology class.

We first observe that since T <∞ we immediately have from Corollary 3.2.3
the estimate

ωn ≤ CΩ, (3.7.2)

for a uniform constant C.
As in Section 3.3 we reduce (3.3.1) to a parabolic complex Monge-Ampère

equation. Choose a closed (1,1) form ω̂T in the cohomology class [ω0]− Tc1(M).
Given this we can define a family of reference forms ω̂t by

ω̂t =
1

T
((T − t)ω0 + tω̂T ) ∈ [ω0] − tc1(M). (3.7.3)

Observe that ω̂t is not necessarily a metric, since ω̂T may have negative eigen-
values. Write χ = 1

T (ω̂T − ω0) = d
dt ω̂t ∈ −c1(M) and define Ω to be the volume

form with √
−1

2π
∂∂ log Ω = χ ∈ −c1(M),

∫
M

Ω =

∫
M
ωn0 . (3.7.4)

We then consider the parabolic complex Monge-Ampère equation

d

dt
φ = log

(ω̂t +
√
−1
2π ∂∂φ)n

Ω
, ω̂t +

√
−1

2π
∂∂φ > 0, φ|t=0 = 0. (3.7.5)
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From (3.7.2) we immediately have:

Lemma 3.7.1. For a uniform constant C we have on M × [0, T ),

φ̇ ≤ C. (3.7.6)

If we assume that ω̂T ≥ 0 then the next result shows that the potential φ is
bounded [Tzha06] (see also [SW10]). Note that since [ω0] − Tc1(M) is on the
boundary of the Kähler cone, one would expect in many cases that this class
contains a nonnegative representative ω̂T .

Proposition 3.7.2. Assume that ω̂T is nonnegative. Then for a uniform con-
stant C we have on M × [0, T ),

|φ| ≤ C. (3.7.7)

Proof. The upper bound of φ follows from Lemma 3.7.1. Alternatively, use the
same argument as in the upper bound of φ in Lemma 3.3.2. For the lower bound,
observe that

ω̂nt =
1

Tn
((T − t)ω0 + tω̂T )n ≥ 1

Tn
(T − t)nωn0 ≥ c0(T − t)nΩ, (3.7.8)

for some uniform constant c0 > 0. Here we are using the fact that ω̂T is nonneg-
ative. Define

ψ = φ+ n(T − t)(log(T − t) − 1) − (log c0 − 1)t, (3.7.9)

and compute

d

dt
ψ = log

(ω̂t +
√
−1
2π ∂∂φ)n

Ω
− n log(T − t) − (log c0 − 1). (3.7.10)

At a point where ψ achieves a minimum in space we have
√
−1
2π ∂∂ψ =

√
−1
2π ∂∂φ ≥ 0

and hence from (3.7.8),

d

dt
ψ ≥ log(c0(T − t)n) − n log(T − t) − (log c0 − 1) = 1. (3.7.11)

It follows from the minimum principle that ψ cannot achieve a minimum after
time t = 0, and so ψ is uniformly bounded from below. Hence φ is bounded from
below. �

If ω̂T is the pull-back of a Kähler metric from another manifold via a holo-
morphic map (so in particular ω̂T ≥ 0), we have by the parabolic Schwarz lemma
(Theorem 3.2.6) a lower bound for ω(t):
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Lemma 3.7.3. Suppose there exists a holomorphic map f : M → N to a compact
Kähler manifold N and let ωN be a Kähler metric on N . We assume that

[ω0] − Tc1(M) = [f∗ωN ]. (3.7.12)

Then on M × [0, T ),

ω ≥ 1

C
f∗ωN , (3.7.13)

for a uniform constant C.

Proof. The method is similar to that of Lemma 3.5.12. We take ω̂T = f∗ωN ≥ 0.
Define u = tr ωf

∗ωN . We apply the maximum principle to the quantity

Q = log u−Aφ−An(T − t)(log(T − t) − 1), (3.7.14)

for A to be determined later, and where we assume without loss of generality
that u > 0. Compute using (3.2.24)(

d

dt
− ∆

)
Q ≤ C0u−Aφ̇+An log(T − t) +Atr ω(ω − ω̂t)

= tr ω(C0f
∗ωN − (A− 1)ω̂t) −A log

ωn

Ω(T − t)n
− tr ωω̂t +An.

(3.7.15)

Now choose A sufficiently large so that (A − 1)ω̂t − C0f
∗ωN ≥ f∗ωN for all

t ∈ [0, T ]. By the geometric-arithmetic means inequality, there exists a constant
c > 0 such that

tr ωω̂t ≥
(T − t)

T
tr ωω0 ≥ c

(
(T − t)nΩ

ωn

)1/n

. (3.7.16)

Then, arguing as in the proof of Lemma 3.3.4,(
d

dt
− ∆

)
Q ≤ −u+A log

(T − t)nΩ

ωn
− c

(
(T − t)nΩ

ωn

)1/n

+An ≤ −u+ C,

for a uniform constant C, since the map µ 7→ A logµ−cµ1/n is uniformly bounded
from above for µ > 0. Hence at a maximum point of Q we see that u is bounded
from above by C. Since φ and (T − t) log(T − t) are uniformly bounded this
shows that Q is uniformly bounded from above. Hence u is uniformly bounded
from above. �

A natural question is: when is the limiting class [ω0]−Tc1(M) represented by
the pull-back of a Kähler metric from another manifold via a holomorphic map?
It turns out that this always occurs if the initial data is appropriately ‘algebraic’.
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Proposition 3.7.4. Assume there exists a line bundle L on M such that k[ω0] =
c1(L) for some positive integer k. Then there exists a holomorphic map f : M →
PN to some projective space PN and

[ω0] − Tc1(M) = [f∗ω], (3.7.17)

for some Kähler metric ω on PN .

Proof. We give a sketch of the proof. Note that by the assumption on L, the
manifold M is a smooth projective variety. From the Rationality Theorem of
Kawamata and Shokurov [KMM87, KolMori98], T is rational. The class [ω0] −
Tc1(M) is nef since it is the limit of Kähler classes. From the Base Point Free
Theorem (part (ii) of Theorem 3.1.12), [ω0] − Tc1(M) is semi-ample, and the
result follows. �

If we make a further assumption on the map f then we can obtain C∞ esti-
mates for the evolving metric away from a subvariety.

Theorem 3.7.5. Suppose there exists a holomorphic map f : M → N to a
compact Kähler manifold N which is a biholomorphism outside a subvariety
E ⊂M . Let ωN be a Kähler metric on N . We assume that

[ω0] − Tc1(M) = [f∗ωN ]. (3.7.18)

Then on any compact subset K of M \ E there exists a constant cK > 0 such
that

ω ≥ cKω0, on K × [0, T ). (3.7.19)

Moreover we have uniform C∞
loc estimates for ω(t) on M \E.

Proof. The inequality (3.7.19) is immediate from Lemma 3.7.3 and the fact that
f∗ωN is a Kähler metric on M \ E. From the volume form bound (3.7.2), we
immediately obtain uniform upper and lower bounds for ω on compact subsets of
M \E. The higher order estimates follow from the same arguments as in Lemmas
3.5.6 and 3.5.7. �

We will see in Section 3.7.3 that the situation of Theorem 3.7.5 arises in the
case of blowing down an exceptional divisor.

3.7.2 Behavior of the scalar curvature

In this section we give prove the following result of Zhang [Zha10] on the behavior
of the scalar curvature. Given the estimates we have developed so far, we can give
quite a short proof. Recall that we have a lower bound of the scalar curvature
from Theorem 3.2.2.

Theorem 3.7.6. Let ω = ω(t) be a solution of the Kähler-Ricci flow (3.7.1) on
the maximal time interval [0, T ). If T <∞ then

lim sup
t→T

(
sup
M

R(g(t))

)
= ∞. (3.7.20)
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In the case of the general Ricci flow with a singularity at time T < ∞ it is
known that supM |Ric(g(t))| → ∞ as t→ T [Se05].

Proof of Theorem 3.7.6. We will assume that (3.7.20) does not hold and obtain
a contradiction. Since we know from Theorem 3.2.2 that the scalar curvature has
a uniform lower bound, we may assume that ∥R(t)∥C0(M) is uniformly bounded
for t ∈ [0, T ). Let φ solve the parabolic complex Monge-Ampère equation (3.7.5).
First note that ∣∣∣∣ ddt log

(
ωn

Ω

)∣∣∣∣ = |R| ≤ C. (3.7.21)

Integrating in time we see that |φ̇| = | log ωn

Ω | is uniformly bounded. Integrating
in time again, we obtain a uniform bound for φ. Define H = tφ̇− φ− nt, which
is a bounded quantity. Then using (3.3.16) we obtain (cf. (3.5.13)),(

d

dt
− ∆

)
H = t tr ωχ− n+ tr ω(ω − ω̂t) = tr ω(tχ− ω̂t) = −tr ωω0. (3.7.22)

Apply Proposition 3.2.5 to see that(
d

dt
− ∆

)
tr ω0ω ≤ C0tr ωω0, (3.7.23)

for a uniform constant C0 depending only on ω0. Define Q = log tr ω0ω+AH for
A = C0 + 1. Combining (3.7.22) and (3.7.23), compute(

d

dt
− ∆

)
Q ≤ −tr ωω0 < 0, (3.7.24)

and hence by the maximum principle Q is bounded from above by its value at
time t = 0. It follows that tr ω0ω is uniformly bounded from above. Since we
have a lower bound for φ̇ = log ωn

Ω , we see that for a uniform constant C,

1

C
ω0 ≤ ω ≤ Cω0, on M × [0, T ). (3.7.25)

Applying Corollary 3.2.16, we obtain uniform estimates for ω(t) and all of its
derivatives. Hence ω(t) converges to a smooth Kähler metric ω(T ) which is
contained in [ω0]− Tc1(M). Thus [ω0]− Tc1(M) is a Kähler class, contradicting
the definition of T . �

We remark that Theorem 3.7.6 can be proved just as easily using the parabolic
Schwarz lemma instead of Proposition 3.2.5. Indeed one can replace Q with
Q = log tr ωω0 + AH and apply the Schwarz lemma with the holomorphic map
f being the identity map and ωN = ω0. This was the method in [Zha10]. Also,
one can find in [Zha10] a different way of obtaining a contradiction, one which
avoids the higher order estimates.

We finish this section by mentioning a couple of ‘folklore conjectures’:
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Conjecture 3.7.7. Let ω = ω(t) be a solution of the Kähler-Ricci flow (3.3.1)
on the maximal time interval [0, T ). If T <∞ then

R ≤ C

T − t
, (3.7.26)

for some uniform constant C.

This conjecture has been established in dimension 1 by Hamilton and Chow
[Chow91, Ham88] and by Perelman in higher dimensions if [ω0] = c1(M) > 0
[Per03c] (see also [SeT08]). Perelman’s result makes use of the functionals he
introduced in [Per02]. In [Zha10], it was shown in a quite general setting, that
R ≤ C/(T − t)2.

A stronger version of Conjecture 3.7.7 is:

Conjecture 3.7.8. Let ω = ω(t) be a solution of the Kähler-Ricci flow (3.3.1)
on the maximal time interval [0, T ). If T <∞ then

|Rm| ≤ C

T − t
, (3.7.27)

for some uniform constant C.

Another way of saying this is that all finite time singularities along the Kähler-
Ricci flow are of Type I. This is related to a conjecture of Hamilton and Tian that
the (appropriately normalized) Kähler-Ricci flow on a manifold with positive first
Chern class converges to a Kähler-Ricci soliton, with a possibly different complex
structure in the limit.

3.7.3 Contracting exceptional curves

In this section we briefly describe, without proof, the example of blowing-down
exceptional curves on a Kähler surface in finite time. We begin by defining what
is meant by a blowing-down and blowing-up (see for example [GH78]).

First, we define the blow-up of the origin in C2. Let z1, z2 be coordinates on
C2, and let U be a open neighborhood of the origin. Define

Ũ = {(z, ℓ) ∈ U × P1 | z ∈ ℓ}, (3.7.28)

where we are considering ℓ as a line in C2 through the origin. One can check that
Ũ is a 2-dimensional complex submanifold of U × P1. There is a holomorphic
map π : Ũ → U given by (z, ℓ) 7→ z which maps Ũ \ π−1(0) biholomorphically
onto U \ {0}. The set π−1(0) is a 1-dimensional submanifold of Ũ , isomorphic to
P1.

Given a point p in a Kähler surfaceN we can use local coordinates to construct
the blow up π : M → N of p, by replacing a neighborhood U of p with the blow
up Ũ as above. Thus M is a Kähler surface and π a holomorphic map extending
the local map given above. Up to isomorphism, this construction is independent
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of choice of coordinates. The curve E = π−1(p) is called the exceptional curve.
Since π(E) = p, the map π contracts or blows down the curve E. Moreover, π
is an isomorphism from M \ E to N \ {p}. From the above we see that E is a
smooth curve which is isomorphic to P1. Moreover, the reader can check that it
satisfies E · E = −1.

Conversely, given a curve E on a surface M with these properties we can
define a map blowing down E. More precisely, we define an irreducible curve E
in M to be a (−1)-curve if it is smooth, isomorphic to P1 and has E · E = −1.
If M admits a (−1)-curve E then there exists a holomorphic map π : M → N to
a smooth Kähler surface N and a point p ∈ Y such that π is precisely the blow
down of E to p, as constructed above. Note that if E is a (−1) curve then by the
Adjunction Formula, KE · E = −1.

The main result of [SW10] says that, under appropriate hypotheses on the
initial Kähler class, the Kähler-Ricci flow will blow down (−1)-curves on M
and then continue on the new manifold. To make this more precise, we need
a definition.

Definition 3.7.9. We say that the solution g(t) of the Kähler-Ricci flow (3.7.1)
on a compact Kähler surface M performs a canonical surgical contraction if
the following holds. There exist distinct (−1) curves E1, . . . , Ek of M , a compact
Kähler surface N and a blow-down map π : M → N with π(Ei) = yi ∈ N and
π|M\

∪k
i=1 Ei

a biholomorphism onto N \ {y1, . . . , yk} such that:

(i) As t → T−, the metrics g(t) converge to a smooth Kähler metric gT on
M \

∪k
i=1Ei smoothly on compact subsets of M \

∪k
i=1Ei.

(ii) (M, g(t)) converges to a unique compact metric space (N̂ , dT ) in the Gromov-
Hausdorff sense as t→ T−. In particular, (N̂ , dT ) is homeomorphic to the
Kähler surface N .

(iii) There exists a unique maximal smooth solution g(t) of the Kähler-Ricci
flow on N for t ∈ (T, TN ), with T < TN ≤ ∞, such that g(t) converges to
(π−1)∗gN as t→ T+ smoothly on compact subsets of N \ {y1, . . . , yk}.

(iv) (N, g(t)) converges to (N, dT ) in the Gromov-Hausdorff sense as t→ T+.

The following theorem is proved in [SW10]. It essentially says that whenever
the evolution of the Kähler classes along the Kähler-Ricci flow indicate that a
blow down should occur at the singular time T <∞, then the Kähler-Ricci flow
carries out a canonical surgical contraction at time T .

Theorem 3.7.10. Let g(t) be a smooth solution of the Kähler-Ricci flow (3.7.1)
on a Kähler surface M for t in [0, T ) and assume T < ∞. Suppose there exists
a blow-down map π : M → N contracting disjoint (−1) curves E1, . . . , Ek on M
with π(Ei) = yi ∈ N , for a smooth compact Kähler surface (N,ωN ) such that
the limiting Kähler class satisfies

[ω0] − Tc1(M) = [π∗ωN ]. (3.7.29)
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Then the Kähler-Ricci flow g(t) performs a canonical surgical contraction with
respect to the data E1, . . . , Ek, N and π.

Note that from Theorem 3.7.5, we have C∞
loc estimates for g(t) on M \

∪k
i=1Ei,

and thus part (i) in the definition of canonical surgical contraction follows im-
mediately. For the other parts, estimates are needed for g(t) near the subvariety
E. To continue the flow on the new manifold, some techniques are adapted from
[ST09]. We refer the reader to [SW10] for the details. In fact, the same result
is shown to hold in [SW10] for blowing up points in higher dimensions, and in
[SW11] the results are extended to the case of an exceptional divisor E with nor-
mal bundle O(−k), which blows down to an orbifold point. See also [LaNT09]
for a different approach to the study of blow-downs.

In Section 3.8.3, we will show how Theorem 3.7.10 can be applied quite gen-
erally for the Kähler-Ricci flow on a Kähler surface.

3.7.4 Collapsing in finite time

In this section, we briefly describe, again without proof, another example of a
finite time singularity.

Let M be a projective bundle over a smooth projective variety B. That is,
M = P(E), where π : E → B is a holomorphic vector bundle which we can take
to have rank r. Write π also for the map π : M → B. Of course, the simplest
example of this would be a product B×Pr−1. We consider the Kähler-Ricci flow
(3.7.1) on M . The flow will always develop a singularity in finite time. This is
because ∫

F
(c1(M))r−1 > 0, (3.7.30)

for any fiber F , whereas if T = ∞ then 1
t [ω0] − c1(M) > 0 for all t > 0. The

point is that the fibers F ∼= Pr−1 must shrink to zero in finite time along the
Kähler-Ricci flow.

In [SSW11], it is shown that:

Theorem 3.7.11. Assume that

[ω0] − Tc1(M) = [π∗ωB], (3.7.31)

for some Kähler metric ωB on B. Then there exists a sequence of times ti → T
and a distance function dB on B, which is uniformly equivalent to the distance
function induced by ωB, such that (M,ω(ti)) converges to (B, dB) in the Gromov-
Hausdorff sense.

Note that from Lemma 3.7.3 we immediately have ω(t) ≥ 1
Cπ

∗ωB for some
uniform C > 0. The key estimates proved in [SSW11] are:

(i) ω(t) ≤ Cω0.

(ii) diamω(t)F ≤ C(T − t)1/3, for every fiber F .
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Thus we see that the metrics are uniformly bounded from above along the flow
and the fibers collapse. Given (i) and (ii) it is fairly straightforward to establish
Theorem 3.7.11. We refer the reader to [SSW11] for the details.

The following conjectures are made in [SSW11]:

Conjecture 3.7.12. With the assumptions above:

(a) There exists unique distance function dB on B such that (M,ω(t)) converges
in the Gromov-Hausdorff sense to (B, dB), without taking subsequences.

(b) The estimate (ii) above can be strengthened to diamω(t)F ≤ C(T − t)1/2, for
every fiber F .

(c) Theorem 3.7.11 (and parts (a) and (b) of this conjecture) should hold more
generally for a bundle π : M → B over a Kähler base B with fibers π−1(b)
being Fano manifolds admitting metrics of nonnegative bisectional curva-
ture.

We end this section by describing an example which illustrates both the case
of contracting an exceptional curve and the case of collapsing the fibers of a
projective bundle. Let M be the blow up of P2 at one point p ∈ P2. Let
f : M → P2 be the map blowing down the exceptional curve E to the point p.
To see the bundle structure on M , note that the blow-up of C2 at the origin can
be identified with M \ f−1(H) for H a hyperplane in P2. We have a map π from
the blow up of C2, which is {(z, ℓ) ∈ C2 × P1 | z ∈ ℓ}, to P1 given by projection
onto the second factor. This extends to a holomorphic bundle map π : M → P1

which has P1 fibers. We refer the reader to [Cal82, SW09] for more details.
Writing ω1 and ω2 for the Fubini-Study metrics on P1 and P2 respectively,

we see that every Kähler class α on M can be written as a linear combination
α = β[π∗ω1] + γ[f∗ω2] for β, γ > 0. The boundary of the Kähler cone is spanned
by the two rays R≥0[π∗ω1] and R≥0[f∗ω2]. The first Chern class of M is given by

c1(M) = [π∗ω1] + 2[f∗ω2] > 0. (3.7.32)

Hence if the initial Kähler metric ω0 is in the cohomology class α0 = β0[π
∗ω1] +

γ0[f
∗ω2] then the solution ω(t) of the Kähler-Ricci flow (3.7.1) has cohomology

class

[ω(t)] = β(t)[π∗ω1] + γ(t)[f∗ω2], with β(t) = β0 − t, γ(t) = γ0 − 2t. (3.7.33)

There are three different behaviors of the Kähler-Ricci flow according to whether
the cohomology class [ω(t)] hits the boundary of the Kähler cone at a point on
R>0[π∗ω1], at a point on R>0[f∗ω2] or at zero. Namely:

(i) If γ0 > 2β0 then a singularity occurs at time T = β0 and

[ω0] − Tc1(M) = γ(T )[f∗ω2], with γ(T ) = γ0 − 2β0 > 0. (3.7.34)

Thus we are in the case of Theorem 3.7.10 and the Kähler-Ricci flow per-
forms a canonical surgical contraction at time T .
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(ii) If γ0 < 2β0 then a singularity occurs at time T = γ0/2 and

[ω0] − Tc1(M) = β(T )[π∗ω1], with β(T ) = β0 − γ0/2 > 0. (3.7.35)

Thus we are in the case of Theorem 3.7.11 and the Kähler-Ricci flow will
collapse the P1 fibers and converge in the Gromov-Hausdroff sense, after
passing to a subsequence, to a metric on the base P1.

(iii) If γ0 = 2β0 then the cohomology class changes by a rescaling. It was shown
by Perelman [Per03c, SeT08] that (M,ω(t)) converges in the Gromov-
Hausdorff sense to a point.

The behavior of the Kähler-Ricci flow on this manifold M , and higher di-
mensional analogues, was analyzed in detail by Feldman-Ilmanen-Knopf [FIK03].
They constructed self-similar solutions of the Kähler-Ricci flow through such sin-
gularities (see also [Cao94]) and carried out a careful study of their properties.
Moreover, they posed a number of conjectures, some of which were established
in [SW09].

Indeed if we make the assumption that the initial metric ω0 is invariant under
a maximal compact subgroup of the automorphism group of M , then stronger
results than those given in Theorems 3.7.10 and 3.7.11 were obtained in [SW09].
In particular, in the situation of case (ii), it was shown in [SW09] that (M,ω(t))
converges in the Gromov-Hausdorff sense (without taking subsequences) to a
multiple of the Fubini-Study metric on P1 (see also [Fo11]).

One can see from the above some general principles for what we expect with
the Kähler-Ricci flow. Namely, the behavior of the flow ought to be able to be
read from the behavior of the cohomology classes [ω(t)] as t tends to the singular
time T . If the limiting class [ω0] − Tc1(M) = [π∗ωN ] for some π : M → N with
ωN Kähler on N , then we expect geometric convergence of (M,ω(t)) to (N,ωN )
in some appropriate sense. This philosophy was discussed by Feldman-Ilmanen-
Knopf [FIK03].

3.8 The Kähler-Ricci flow and the analytic MMP

In this section, we begin by discussing, rather informally, some of the basic ideas
behind the minimal model program (MMP) with scaling. Next we discuss the
program of Song-Tian relating this to the Kähler-Ricci flow. Finally, we describe
the case of Kähler surfaces.

3.8.1 Introduction to the minimal model program with scaling

In this section, we give a brief introduction of Mori’s minimal model program
(MMP) in birational geometry. For more extensive references on this subject, see
[CKL11, Deb01, KMM87, KolMori98], for example. We also refer the reader to
[Siu08] for a different analytic approach to some of these questions.
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We begin with a definition. Let X and Y be projective varieties. A rational
map from X to Y is given by a holomorphic map f : X \ V → Y , where V is a
subvariety of X. We identify two such maps if they agree on X −W for some
subvariety W . Thus a rational map is really an equivalence class of pairs (fU , U)
where U is the complement of a variety in X (i.e. a Zariski open subset of X)
and fU : U → Y is a holomorphic map.

We say that a rational map f from X to Y is birational if there exists a
rational map from Y to X such that f ◦ g is the identity as a rational map. If
a birational map from X to Y exists then we say that X and Y are birationally
equivalent (or birational or in the same birational class).

Although birational varieties agree only on a dense open subset, they share
many properties (see e.g. [GH78, Ha77]). The minimal model program is con-
cerned with finding a ‘good’ representative of a variety within its birational class.
A ‘good’ variety X is one satisfying either:

(i) KX is nef; or

(ii) There exists a holomorphic map π : X → Y to a lower dimensional variety
Y such that the generic fiber Xy = π−1(y) is a manifold with KXy < 0.

In the first case, we say that X is a minimal model and in the second case we
say that X is a Mori fiber space (or Fano fiber space). Roughly speaking, since
KX nef can be thought of as a ‘nonpositivity’ condition on c1(X) = [Ric(ω)], (i)
implies that X is ‘nonpositively curved’ in some weak sense. Condition (ii) says
rather that X has a ‘large part’ which is ‘positively curved’. The two cases (i)
and (ii) are mutually exclusive.

The basic idea of the MMP is to find a finite sequence of birational maps
f1, . . . , fk and varieties X1, . . . , Xk,

X = X0 X1 X2 . . . Xk
-f1 -f2 -f2 -fk

(3.8.1)

so that Xk is our ‘good’ variety: either of type (i) or type (ii). Recall that KX

nef means that KX ·C ≥ 0 for all curves C. Thus we want to find maps fi which
‘remove’ curves C with KX ·C < 0, in order to make the canonical bundle ‘closer’
to being nef.

If the complex dimension is 1 or 2, then we can carry this out in the category
of smooth varieties. In the case of complex dimension 1, no birational maps
are needed and case (i) corresponds to c1(X) < 0 or c1(X) = 0 while case (ii)
corresponds to X = P1. Note that in case (i), X admits a metric of negative or
zero curvature, while in case (ii) X has a metric of positive curvature.

In complex dimension two, by the Enriques-Kodaira classification (see [BHPV]),
we can obtain our ‘good’ variety X via a finite sequence of blow downs (see Sec-
tion 3.8.3).

Unfortunately, in dimensions three and higher, it is not possible to find such
a sequence of birational maps if we wish to stay within the category of smooth
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varieties. Thus to carry out the minimal model program, it is necessary to con-
sider varieties with singularities. This leads to all kind of complications, which
go well beyond the scope of these notes. For the purposes of this discussion, we
will restrict ourselves to smooth varieties except where it is absolutely impossible
to avoid mentioning singularities.

We need some further definitions. Let X be a smooth projective variety. As
we have discussed in Section 3.1.7, there is a natural pairing between divisors and
curves. A 1-cycle C on X is a formal finite sum C =

∑
i aiCi, for ai ∈ Z and Ci

irreducible curves. We say that 1-cycles C and C ′ are numerically equivalent if
D · C = D · C ′ for all divisors D, and in this case we write C ∼ C ′. We denote
by N1(X)Z the space of 1-cycles modulo numerical equivalence. Write

N1(X)Q = N1(X)Z ⊗Z Q and N1(X)R = N1(X)Z ⊗Z R. (3.8.2)

Similarly, we say that divisors D and D′ are numerically equivalent if D · C =
D′ · C for all curves C. Write N1(X)Z for the set of divisors modulo numerical
equivalence. Define N1(X)Q, N1(X)R similarly. One can check that N1(X)R and
N1(X)R are vector spaces of the same (finite) dimension. In the obvious way, we
can talk about 1-cycles with coefficients in Q or R (and correspondingly, Q- or
R-divisors) and we can talk about numerical equivalence of such objects.

Within the vector space N1(X)R is a cone NE(X) which we will now describe.
We say that an element of N1(X)R is effective if it is numerically equivalent to a
1-cycle of the form C =

∑
i aiCi with ai ∈ R≥0 and Ci irreducible curves. Write

NE(X) for the cone of effective elements of N1(X)R, and write NE(X) for its
closure in the vector space N1(X)R. The importance of NE(X) can be seen
immediately from the following theorem, known as Kleiman’s criterion:

Theorem 3.8.1. A divisor D is ample if and only if D · w > 0 for all nonzero
w ∈ NE(X).

We can now begin to describe the MMP with scaling of [BCHM10]. This is
an algorithm for finding a specific sequence of birational maps f1, . . . fk. First,
choose an ample divisor H on X. Then define

T = sup{t > 0 | H + tKX > 0}. (3.8.3)

If T = ∞, then we have nothing to show since KX is already nef and we are in
case (i). Indeed, if C is any curve in X then

KX · C =
1

t
(H + tKX) · C − 1

t
H · C ≥ −1

t
H · C → 0 as t→ ∞. (3.8.4)

We can assume then that T < ∞. We can apply the Rationality Theorem of
Kawamata and Shokurov [KMM87, KolMori98] to see that T is rational, and
hence H + TKX defines a Q-line bundle.

Next we apply the Base Point Free Theorem (part (ii) of Theorem 3.1.12) to
L = H+TKX to see that for sufficiently large m ∈ Z≥0, Lm is globally generated
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and H0(X,Lm) defines a holomorphic map π : X → PN such that Lm = π∗O(1).
We write Y for the image of π. This variety Y is uniquely determined for m
sufficiently large. The next step is to establish properties of this map π.

Define a subcone NE(π) of NE(X) by

NE(π) = {w ∈ NE(X) | L · w = 0}, (3.8.5)

which is nonempty by Theorem 3.8.1. We now make the following:

Simplifying assumption: NE(π) is an extremal ray of NE(X).

A ray R of NE(X) is a subcone of the form R = {λw | λ ∈ [0,∞)} for some
w ∈ NE(X). We say that a subcone C in NE(X) is extremal if a, b ∈ NE(X),
a + b ∈ C implies that a, b ∈ C. In general, NE(π) is an extremal subcone but
not necessarily a ray. However, it is expected that it will be an extremal ray for
generic choice of initial ample divisor H (see the discussion in [ST09]).

Remark 3.8.2. In the case that NE(π) is not an extremal ray, one can still
continue the MMP with scaling by applying Mori’s Cone Theorem [KodMor71]
to find such an extremal ray contained in NE(π).

The extremal ray R = NE(π) has the additional property of being KX-
negative. We say that a ray is KX-negative if KX · w < 0 for all nonzero w in
the ray. Clearly this is true in this case since 0 = L · w = H · w + TKX · w and
therefore KX · w = −T−1H · w < 0 if w is a nonzero element of R. Thus from
the point of view of the minimal model program, R contains ‘bad’ curves (those
with negative intersection with KX) which we want to remove.

Moreover, the map π contracts all curves whose class lies in the extremal ray
R = NE(π). The union of these curves is called the locus of R. In fact, the locus
of R = NE(π) is exactly the set of points where the map π : X → Y is not an
isomorphism. Moreover, R is a subvariety of X [Deb01, KodMor71]. There are
three cases:

Case 1. The locus of R is equal to X. In this case π is a fiber contraction and
X is a Mori fiber space.

Case 2. The locus of R is an irreducible divisor D. In this case π is called a
divisorial contraction.

Case 3. The locus of R has codimension at least 2. In this case, π is called a
small contraction.

The process of the MMP with scaling is then as follows: if we are in case 1,
we stop, since X is already of type (ii). In case 2 we have a map π : X → Y ⊂ PN
to a subvariety Y . Let HY on Y be restriction of O(1)|Y . We can then repeat
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the process of the minimal model program with scaling with (Y,HY ) instead of
(X,H).

The serious difficulties occur in case 3. Here the image Y of π will have
very bad singularities and it will not be possible to continue this process on Y .
Instead we have to work on a new space given by a procedure known as a flip.
Let π : X → Y be a small contraction as in case 3. The flip of π : X → Y is a
variety X+ together with a holomorphic birational map π+ : X+ → Y satisfying
the following conditions:

(a) The exceptional locus of π+ (that is, the set of points in X+ on which π+

is not an isomorphism) has codimension strictly larger than 1.

(b) If C is a curve contracted by π+ then KX+ · C > 0.

Thus we have a diagram

X X+

Y
Rπ

-(π+)−1◦π

	 π+
(3.8.6)

The composition (π+)−1 ◦ π is a birational map from X to X+, and is also
sometimes called a flip. In going from X to Y we have contracted curves C with
KX · C < 0. The point of (b) in the definition above is that in going from Y
to X+ we do not wish to ‘gain’ any curves C of negative intersection with the
canonical bundle. The process of the flip replaces curves C on X with KX ·C < 0
with curves C ′ on X+ with KX+ ·C ′ > 0. This fits into the strategy of trying to
make the canonical bundle ‘more nef’.

Given a small contraction π : X → Y , the question of whether there actually
exists a flip π+ : X+ → Y is a difficult one. It has been established for the
MMP with scaling [BCHM10, HM10]. Returning now to the MMP with scaling:
if we are in case 3 we replace X by its flip X+ and we denote by L+ the strict
transform of O(1)|Y via π+ (see for example [Ha77]). We can now repeat the
process with (X+,H+) instead of (X,H).

We have described now the basic process of the MMP with scaling. Start with
(X,H) and find π : X → Y contracting the extremal ray R on which H + TKX

is zero. In case 1, we stop. In case 2 we carry out a divisorial contraction and
restart the process. In case 3, we replace X by its flip X+ and again restart the
process. A question is now: does this process terminate in finitely many steps?
It was proved in [BCHM10, HM10] that the answer to this is yes, at least in the
case of varieties of general type. If we have not already obtained a Mori fiber
space, then the final variety Xk contains no curves C with KX · C < 0, and we
are done.

We conclude this section with an example of a flip (see [Deb01, SY10]). Let
Xm,n = P(OPn ⊕OPn(−1)⊕(m+1)) be the Pm+1 bundle over Pn. Let Ym,n be the
projective cone over Pm × Pn in P(m+1)(n+1) by the Segre embedding

[Z0, ..., Zm] × [W0, ...,Wn] → [Z0W0, ..., ZiWj , ..., ZmWn] ∈ P(m+1)(n+1)−1.
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Note that Ym,n = Yn,m. Then there exists a holomorphic map Φm,n : Xm,n →
Ym,n for m ≥ 1 contracting the zero section of Xm,n of codimension m+ 1 to the
cone singularity of Ym,n. The following diagram gives a flip from Xm,n to Xn,m

for 1 ≤ m < n,

Xm,n Xn,m

Ym,n

RΦm,n

-Φ̃

	 Φn,m
. (3.8.7)

3.8.2 The Kähler-Ricci flow and the MMP with scaling

Let X be a smooth projective variety with an ample divisor H. We now relate
the MMP with scaling to the (unnormalized) Kähler-Ricci flow

d

dt
ω = −Ric(ω), ω|t=0 = ω0, (3.8.8)

We assume that the initial metric ω0 lies in the cohomology class c1([H])
associated to the divisor H. As we have seen from Section 3.3.1, a smooth
solution ω(t) of the Kähler-Ricci flow exists precisely on the time interval [0, T ),
with T defined by (3.8.3). In general, we expect that as t→ T , the Kähler-Ricci
flow carries out a ‘surgery’, which is equivalent to the algebraic procedure of
contracting an extremal ray, as discussed above.

The following is a (rather sketchy) conjectural picture for the behavior of the
Kähler-Ricci flow, as proposed by Song and Tian in [ST07, ST09, Tian08].

Step 1. We start with a metric ω0 in the class of a divisor H on a variety X. We
then consider the solution ω(t) of the Kähler-Ricci flow (3.8.8) on X starting at
ω0. The flow exists on [0, T ) with T = sup{t > 0 | H + tKX > 0}.

Step 2. If T = ∞, then KX is nef and the Kähler-Ricci flow exists for all time.
The flow ω(t) should converge, after an appropriate normalization, to a canonical
‘generalized Kähler-Einstein metric’ on X as t→ ∞.

Step 3. If T < ∞, the Kähler-Ricci flow deforms X to (Y, gY ) with a possibly
singular metric gY as t→ T .

(a) If dimX = dimY and Y differs from X by a subvariety of codimension 1,
then we return to Step 1, replacing (X, g0) by (Y, gY ).

(b) If dimX = dimY and Y differs from X by a subvariety of codimension
greater than 1, we are in the case of a small contraction. Y will be singu-
lar. By considering an appropriate notion of weak Kähler-Ricci flow on Y ,
starting at gY , the flow should immediately resolve the singularities of Y
and replace Y by its flip X+ (see [SY10]). Then we return to Step 1 with
X+.
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(c) If 0 < dimY < dimX, then we return to Step 1 with (Y, gY ).

(d) If dimY = 0, X should have c1(X) > 0. Moreover, after appropriate
normalization, the solution (X,ω(t)) of the Kähler-Ricci flow should deform
to (X ′, ω′) where X ′ is possibly a different manifold and ω′ is either a
Kähler-Einstein metric or a Kähler-Ricci soliton (i.e. Ric(ω′) = ω′+LV (ω′)
for a holomorphic vector field V ). See the discussion after Conjecture 3.7.8.

Namely, the Kähler-Ricci flow should construct the sequence of manifolds
X1, . . . , Xk of the MMP with scaling, with Xk either nef (as in Step 2) or a
Mori fiber space (as in Step 3, part (c) or (d)). If we have a Mori fiber space,
then we can continue the flow on the lower dimensional manifold Y , which would
correspond to a lower dimensional MMP with scaling. At the very last step, we
expect the Kähler-Ricci flow to converge, after an appropriate normalization, to
a canonical metric.

In [ST09], Song-Tian constructed weak solutions for the Kähler-Ricci flow
through the finite time singularities if the flips exist a priori. Such a weak so-
lution is smooth outside the singularities of X and the exceptional locus of the
contractions and flips, and it is a nonnegative closed (1, 1)-current with locally
bounded potentials. Furthermore, the weak solution of the Kähler-Ricci flow is
unique.

In Step 2, when T = ∞, one can say more about the limiting behavior of
the Kähler-Ricci flow. The abundance conjecture in birational geometry predicts
that KX is semi-ample whenever it is nef. Assuming this holds, the pluricanonical
system H0(X,Km

X ) for sufficiently large m induces a holomorphic map ϕ : X →
Xcan. Xcan is called the canonical model of X and it is uniquely determined by
the canonical ring of X. If we assume that X is nonsingular and KX is semi-
ample, then normalized solution g(t)/t always converges weakly in the sense of
distributions. Moreover:

• If kod(X) = dimX, then Xcan is birationally equivalent to X and the limit
of g(t)/t is the unique singular Kähler-Einstein metric on Xcan [Tzha06,
Tsu88]. If X is a singular minimal model, we expect the Kähler-Ricci flow
to converge to the singular Kähler-Einstein metric of Guedj-Eyssidieux-
Zeriahi [EGZ11].

• If 0 < kod(X) < dimX, then X admits a Calabi-Yau fibration over Xcan,
and the limit of g(t)/t is the unique generalized Kähler-Einstein metric
(possibly singular) gcan on Xcan defined by Ric(gcan) = −gcan + gWP away
from a subvariety of Xcan, where gWP is the Weil-Petersson metric induced
from the Calabi-Yau fibration of X over Xcan [ST07, ST12].

• If kod(X) = 0, then X itself is a Calabi-Yau manifold and so the limit
of g(t) is the unique Ricci flat Kähler metric in its initial Kähler class
[Cao85, Yau78] .
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A deeper question to ask is whether such a weak solution is indeed a geometric
solution of the Kähler-Ricci flow in the Gromov-Hausdorff topology. One would
like to show that the Kähler-Ricci flow performs geometric surgeries in Gromov-
Hausdorff topology at each singular time and replaces the previous projective
variety by a ‘better’ model. Such a model is again a projective variety and the
geometric surgeries coincide with the algebraic surgeries such as contractions and
flips. If this picture holds, the Kähler-Ricci flow gives a continuous path from X
to its canonical model Xcan coupled with a canonical metric in the moduli space
of Gromov-Hausdorff. We can further ask: how does the curvature behave near
the (finite) singular time? Is the singularity is always of Type I (see Conjecture
3.7.8)? Will the flow give a complete or compact shrinking soliton after rescaling
(cf. [Cao94, FIK03])?

3.8.3 The Kähler-Ricci flow on Kähler surfaces

In this section, we describe the behavior of the Kähler-Ricci flow on Kähler
surfaces, and how it relates to the MMP. For the purpose of this section, X will
be a Kähler surface.

We begin by discussing the minimal model program for surfaces. It turns
out to be relatively straightforward. We obtain a sequence of smooth manifolds
X1, . . . , Xk and holomorphic maps f1, . . . , fk,

X = X0 X1 X2 . . . Xk
-f1 -f2 -f3 -fk

(3.8.9)

with Xk ‘minimal’ in the sense described below. Moreover, each of the maps fi
is a blow down of a curve to a point.

We say that a Kähler surface X is a minimal surface if it contains no (−1)-
curve. By the Adjunction Formula, a surface with KX nef is minimal. On
the other hand, a minimal surface may not have KX nef (an example is P2) and
hence this definition of minimal surface differs from the notion of ‘minimal model’
discussed above.

The minimal model program for surfaces is simply as follows: given a surface
X, contract all the (−1)-curves to arrive at a minimal surface. The Kodaira-
Enriques classification can then be used to deduce that one either obtains a
minimal surface with KX nef, or a minimal Mori fiber space. A minimal Mori
fiber space is either P2 or a ruled surface, i.e. a P1 bundle over a Riemann
surface (in the literature, sometimes a broader definition for ruled surface is
used). Dropping the minimality condition, Mori fiber spaces in dimension two
are precisely those surfaces birational to a ruled surface. Note that since P2 is
birational to P1×P1, every surface birational to P2 is birational to a ruled surface.

We wish to see whether the Kähler-Ricci flow on a Kähler surface will carry
out this ‘minimal model program’. The Kähler-Ricci flow should carry out the
algebraic procedure of contracting (−1)-curves. Recall that in Section 3.7.3 we
defined the notion of canonical surgical contraction for the Kähler-Ricci flow.
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Starting at any Kähler surface X, we will use Theorem 3.7.10 to show that
the Kähler-Ricci flow will always carry out a finite sequence of canonical surgical
contractions until it either arrives at a minimal surface or the flow collapses the
manifold.

Theorem 3.8.3. Let (X,ω0) be a Kähler surface with a smooth Kähler metric
ω0. Then there exists a unique maximal Kähler-Ricci flow ω(t) on X0, X1, . . . , Xk

with canonical surgical contractions starting at (X,ω0). Moreover, each canonical
surgical contraction corresponds to a blow-down π : Xi → Xi+1 of a finite number
of disjoint (−1) curves on Xi. In addition we have:

(a) Either Tk <∞ and the flow ω(t) collapses Xk, in the sense that

Volω(t)Xk → 0, as t→ T−
k .

Then Xk is birational to a ruled surface.

(b) Or Tk = ∞ and Xk has no (−1) curves.

Proof. Let T1 be the first singular time. If T1 = ∞ then KX is nef and hence X
has no (−1)-curves, giving case (b).

Assume then that T1 < ∞. The limiting class at time T1 is given by α =
[ω0] − T1c1(X). Suppose that

α2 = lim
t→T1

([ω0] − tc1(X))2 = lim
t→T1

Volg(t)X > 0, (3.8.10)

so that we are not in case (a). Thus the class α is nef and big. On the other
hand, α cannot be a Kähler class by Theorem 3.3.1.

We further notice that α + ε[ω0] is Kähler for all ε > 0 by Theorem 3.3.1.
Then

α · (α+ ε[ω0]) = α2 + εα · [ω0] > 0 (3.8.11)

if we choose ε > 0 sufficiently small.
We now apply the Nakai-Moishezon criterion for Kähler surfaces (Theorem

3.1.15) to see that there must exist an irreducible curve C onX such that α·C = 0.
Let E be the space of all irreducible curves E on X with α · E = 0. Then E is
non-empty and every E in E has E2 < 0 by the Hodge Index Theorem (Theorem
3.1.14). Moreover, if E ∈ E ,

E ·KX =
1

T1
E · (α− [ω0]) = − 1

T1
E · [ω0] < 0

since [ω0] is Kähler. It then follows from the Adjunction formula (Theorem 3.1.13)
that E must be a (−1) curve.

We claim that if E1 and E2 are distinct elements of E then they must be
disjoint. Indeed, since E1, E2 are irreducible and distinct we have E1 · E2 ≥ 0.
Moreover, (E1+E2) ·α = 0 and applying the Hodge Index Theorem again, we see
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that 0 > (E1 + E2)
2 = −2 + 2E1 · E2, so that the only possibility is E1 · E2 = 0,

proving the claim. It follows that E consists of finitely many disjoint (−1) curves
E1, ..., Ek.

Let π : X → Y be the blow-down map contracting E1, ..., Ek on X. Then Y
is again a smooth Kähler surface. Since H1,1(X,R) is generated by H1,1(Y,R)
and the c1([Ei]) for i = 1, ..., k (see for example Theorem I.9.1 in [BHPV]), there
exists β ∈ H1,1(X,R) and ai ∈ R such that

α = π∗β +

k∑
i=1

aic1([Ei]). (3.8.12)

Since π∗β ·Ei = 0 for each i = 1, ..., k, we have α ·Ei = ai = 0 for all i and hence
α = π∗β.

We claim that β is a Kähler class on Y . First, for any curve C on Y , we have
β · C = α · π∗C > 0. Moreover, β2 = α2 > 0.

Next we consider αε = π∗β − ε
∑k

i=1 c1([Ei]). Then αε is a Kähler class
on X for sufficiently small ε > 0 by applying the Nakai-Moishezon criterion for
Kähler surfaces. This is because α2

ε > 0, αε · C > 0 for any curve on X and
αε · (α+ ϵ[ω0]) > 0 if we choose ε > 0 sufficiently small.

Let γ be a fixed Kähler class on Y . Then

β · γ = (αε + ε
k∑
i=1

[Ei]) · π∗γ = αε · π∗γ > 0 (3.8.13)

for sufficiently small ε > 0. Applying the Nakai-Moishzeon criterion once more,
this proves the claim that β is a Kähler class on Y .

We now apply Theorem 3.7.10 to see that the Kähler-Ricci flow performs a
canonical surgical contraction. We repeat the above procedure until either the
volume tends to 0 or the flow exists for all time. This proves that either Tk <∞
and Volg(t)Xk → 0 as t→ T−

k or Tk = ∞ and Xk has no (−1) curves.
Finally, in the case (a), the theorem follows from Proposition 3.8.4 below. �
We make use of Enriques-Kodaira classification for complex surfaces (see

[BHPV]) to prove:

Proposition 3.8.4. Let (X,ω0) be a Kähler surface with a smooth Kähler metric
ω0. Let T be the first singular time of the Kähler-Ricci flow (3.8.8). If T < ∞
and Volg(t)X → 0, as t→ T . Then X is birational to a ruled surface. Moreover:

(a) Either there exists C > 0 such that

C−1 ≤
Volg(t)X

(T − t)2
≤ C, (3.8.14)

and X is a Fano surface (in particular, is birational to P2) and ω0 ∈
Tc1(X).
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(b) Or there exists C > 0 such that

C−1 ≤
Volg(t)X

T − t
≤ C. (3.8.15)

If X is Fano then ω0 is not in a multiple of c1(X).

Proof. We first show that X is birational to a ruled surface. Suppose for a
contradiction that kod(X) ≥ 0. Then some multiple of KX has a global holomor-
phic section and hence is effective. In particular, ([ω0] + TKX) ·KX ≥ 0, since
[ω0] + TKX is a limit of Kähler classes. Then

0 = ([ω0] + TKX)2 = T ([ω0] + TKX) ·KX + ([ω0] + TKX) · [ω0]

≥ ([ω0] + TKX) · [ω0] ≥ 0, (3.8.16)

which implies that ([ω0]+TKX) · [ω0] = 0. Using the Index Theorem and the fact
that [ω0]

2 > 0 and ([ω0] + TKX)2 = 0 we have [ω0] + TKX = 0. But this implies
that X is Fano, contradicting the assumption kod(X) ≥ 0. Thus we have shown
that X must have kod(X) = −∞. By the Enriques-Kodaira classification for
complex surfaces which are Kähler (see chapter VI of [BHPV]), X is birational
to a ruled surface.

Since Volg(t)X = ([ω0]+tKX)2 is a quadratic polynomial in t which is positive
for t ∈ [0, T ) and tends to zero as t tends to T , we have

Volg(t)X = [ω0]
2 + 2t[ω0] ·KX + t2K2

X = C1(T − t) + C2(T − t)2, (3.8.17)

for constants C1 ≥ 0 and C2. First assume C1 = 0. Then C2 > 0 and we are in
case (a). From (3.8.17) we obtain

K2
X = C2 > 0, [ω0]

2 = K2
XT

2, [ω0] ·KX = −K2
XT < 0. (3.8.18)

In particular, ([ω0] + TKX) · [ω0] = 0 and hence by the Index Theorem, [ω0] +
TKX = 0. Thus X is Fano and ω0 ∈ Tc1(X). Note that by the classification of
surfaces, X is either P2, P1 × P1 or P2 blown-up at k points for 1 ≤ k ≤ 8.

Finally, if C1 > 0 then we are in case (b). If [ω0] is a multiple of c1(X) then
the volume Volg(t)X tends to zero of order (T − t)2, a contradiction. �

We now discuss the long time behavior of the Kähler-Ricci flow when we are
in case (b) of Theorem 3.8.3. There are three different behaviors of the Kähler-
Ricci flow as t→ ∞ depending on whether X has Kodaira dimension equal to 0,
1 or 2:

• if kod(X) = 0, then the minimal model of X is a Calabi-Yau surface with
c1(X) = 0. The flow g(t) converges smoothly to a Ricci-flat Kähler metric
as t→ ∞, as shown in Section 3.6.
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• If kod(X) = 1, then 1
t g(t) converges in the sense of currents to the pullback

of the unique generalized Kähler-Einstein metric on the canonical model of
X as t→ ∞ [ST07]. A simple example of this is given in Section 3.6 in the
case of a product elliptic surface.

• If kod(X) = 2, 1
t g(t) converges in the sense of currents (and smoothly

outside a subvariety) to the pullback of the unique smooth orbifold Kähler-
Einstein metric on the canonical model of X as t → ∞ [Kob85, Tzha06,
Tsu96]. In the case that c1(X) < 0, we showed in Section 3.6 that 1

t g(t)
converges smoothly to a smooth Kähler-Einstein metric.

In fact, in the case when Tk = ∞, the scalar curvature of 1
t g(t) is uniformly

bounded as t → ∞ [ST11, Zha09]. Furthermore, if we assume that Xk is a
minimal surface of general type, and it admits only irreducible (−2)-curves, then
(Xk,

1
t g(t)) converges in Gromov-Hausdorff sense to its canonical model with the

unique smooth orbifold Kähler-Einstein metric [SW11].
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Chapter 4

Regularizing properties of the
Kähler-Ricci flow

Sébastien Boucksom1 & Vincent Guedj2

Introduction

The Kähler-Ricci flow ω̇t = −Ric(ωt), defined on a compact Kähler manifold X
endowed with an initial Kähler form ω0, has been the object of intensive study
over the last decades. In particular, it is known that the flow is defined as long as
the cohomology class [ωt] = [ω0] + t[KX ] stays in the Kähler cone of X. The flow
is thus defined on a time interval interval [0, T [ with either T = +∞, in which
case KX is nef and X is thus minimal by definition, or T < +∞ and [ω0]+T [KX ]
lies on the boundary of the Kähler cone.

In [ST09], J.Song and G.Tian proposed to use the Minimal Model Program
(MMP for short) to continue the flow beyond time T . At least when [ω0] is
a rational class (and hence X is projective), the MMP allows to find a mildly
singular projective variety X ′ birational to X such that [ω0] + t[KX ] induces a
Kähler class on X ′ for t > T sufficiently close to T . It is therefore natural to try
and continue the flow on X ′, but new difficulties arise due to the singularities of
X ′. After blowing-up X ′ to resolve these singularities, the problem boils down
to showing the existence of a unique solution to a certain degenerate parabolic
Monge-Ampère equation, whose initial data is furthermore singular.

The purpose of these notes is to survey Song and Tian’s solution to this
problem. Along the way, a regularizing property of parabolic Monge-Ampère
equations is exhibited, which can in turn be applied to prove the regularity of
weak solutions to certain elliptic Monge-ampère equations, following [SzTo11].

1CNRS-Université Pierre et Marie Curie, Institut de Mathématiques de Jussieu, F-75251
Paris Cedex 05, France.

2Institut Universitaire de France & Institut Mathématiques de Toulouse, Université Paul
Sabatier, 31062 Toulouse cedex 09, France.
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Nota Bene. These notes are written after the lectures the authors delivered
at the second ANR-MACK meeting (8-10 june 2011, Toulouse, France). As the
audience consisted of non specialists, we have tried to make these lecture notes
accessible with only few prerequisites.

4.1 The Kähler-Ricci flow on a singular variety

4.1.1 Forms and currents with potentials

Let X be a complex analytic variety with normal singularities. Since closed
(1, 1)-forms on X are not necessarily locally ddc-exact, we introduce the follow-
ing terminology (compare [EGZ09, section 5.2]). Let D′

X , C∞
X and PHX = ker ddc

denote respectively the sheaves of germs of distributions, smooth and plurihar-
monic functions on X.

Definition 4.1.1. A (1, 1)-form (resp. (1, 1)-current) with potentials on X is
defined to be a section of the quotient sheaf C∞

X /PHX (resp. D′
X/PHX). We

also set
H1,1
ddc(X) := H1(X,PHX).

Concretely, a (1, 1)-form with potentials is thus a closed (1, 1)-form θ that is
locally of the form θ = ddcu for some smooth function u. We say that θ is a
Kähler form if u is strictly psh. Similarly, a (1, 1)-current with potentials T is
locally of the form ddcφ where φ is a distribution. Note that T is positive iff φ is
a psh function (see for instance [Dem85] for the basic facts about psh functions
on complex varieties).

The spaceH1,1
ddc(X) is isomorphic to the usual ddc-cohomology space computed

using either (1, 1)-forms or currents with potentials, since the sheaves C∞
X and D′

X

are both soft, hence acyclic.

Proposition 4.1.2. Let α ∈ H1,1
ddc(X) and let T be a closed positive (1, 1)-current

on Xreg representing the ddc-class α|Xreg .

(i) There exists a unique positive (1, 1)-current with potentials on X extending
T , and its ddc-cohomology class is α.

(ii) If X is compact Kähler and T has locally bounded potential on Xreg then∫
Xreg

Tn is finite, bounded above by vol(α).

Proof. Let θ be a (1, 1)-form with potentials on X representing α. We then have
T = θ|Xreg + ddcφ for some quasi-psh function φ on Xreg. If U is a small enough
neighborhood of a given point of X then θ = ddcu for some smooth function u on
U , and u + φ is a psh function on Ureg. By the Riemann extension theorem for
psh function [GR56], u + φ automatically extends to a psh function on U , and
(i) easily follows. (ii) is then a consequence of [BEGZ10]. �

We will also use the following simple fact.
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Lemma 4.1.3. Let µ : X → X ′ be a birational morphism between compact
normal varieties, let A ⊂ X and A′ ⊂ X ′ be closed analytic subsets of codimension
at least 2, and let u be a psh function on µ−1(X ′\A′)∩X \A. Then u is constant.

Proof. By [GR56] u extends to a psh function on µ−1(X ′ \ A′), hence descends
to a psh function u′ on X ′ \ A′ since µ has connected fibers by Zariski’s main
theorem. By [GR56] again, u′ extends to a psh function on X ′, hence is constant.
�

4.1.2 Log terminal singularities

Recall that a normal variety X is Q-Gorenstein if its canonical divisor KX exists
as a Q-line bundle, which means that there exists r ∈ N and a line bundle L on X
such that L|Xreg = rKXreg . If X is compact Kähler and Q-Gorenstein, it follows
from Proposition 4.1.2 that any Kähler form ω on Xreg with ddc-cohomology
class c1(±KXreg) (in particular, ± the Ricci form of a Kähler metric on Xreg)
automatically has finite volume.

Let X be a Q-Gorenstein variety and choose a log resolution of X, i.e. a
projective birational morphism π : X ′ → X which is an isomorphism over Xreg

and whose exceptional divisor E =
∑

iEi has simple normal crossings. There is
a unique collection of rational numbers ai, called the discrepancies of X (with
respect to the chosen log resolution) such that

KX′ ∼Q π
∗KX +

∑
i

aiEi.

By definition, X has log terminal singularities if ai > −1 for all i. This definition
is independent of the choice of a log resolution; this will be a consequence of the
following analytic interpretation of log terminal singularities as a finite volume
condition.

After replacing X with a small open set, we may choose a non-zero section
σ of the line bundle rKX for some r ∈ N∗. Restricting to Xreg we get a smooth
positive volume form by setting

µσ :=
(
irn

2
σ ∧ σ̄

)1/r
(4.1.1)

Such measures are called adapted measures in [EGZ09]. The key fact fact is then:

Lemma 4.1.4. Let zi be a local equation of Ei, defined on a neighborhood U ⊂ X ′

of a given point of E. Then

(π∗µσ)U\E =
∏
i

|zi|2aidV

for some smooth volume form dV on U .
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As a consequence we see that a Q-Gorenstein variety X has log terminal
singularities iff every adapted measure µσ has locally finite mass near points of
Xsing. The construction of adapted measures can be globalized as follows: let ϕ
be a smooth metric on the Q-line bundle KX . Then

µϕ :=

(
irn

2
σ ∧ σ̄

|σ|rϕ

)1/r

(4.1.2)

becomes independent of the choice of a local non-zero section σ of rKX , hence
defines smooth positive volume form on Xreg, which has locally finite mass at
infinity (i.e. near points of Xsing) iff X is log terminal.

Remark 4.1.5. In [ST09] the authors define a smooth volume form on X to be a
measure of the form µϕ for a smooth metric ϕ on KX . We prefer to avoid this
terminology, which has the drawback that ωn might not be smooth in this sense
even if ω is a (smooth) Kähler form on X.

The following simple result illustrates why log terminal singularities are nat-
ural in the context of Kähler geometry.

Proposition 4.1.6. Let X be a Q-Gorenstein compact Kähler variety, and as-
sume that there exists a Kähler form ω on Xreg with non-negative Ricci curvature
and which extends as a (1, 1)-current with potentials on X. Then X necessarily
has log terminal singularities.

Proof. Let ϕ = logωn be the smooth metric of KXreg corresponding to the volume
form ωn. The curvature of −ϕ is equal to Ric(ω), which is non-negative by
assumption. It follows that −ϕ is psh, hence extends to a psh metric on −KX

by Proposition 4.1.2. If σ is a local generator of mKX near a given point of X
as above, then − log |σ|mϕ is the corresponding local weight of mϕ, and is thus
bounded below. This means that µσ ≤ Cωn for some C > 0, which shows that
µσ has finite mass near the given point of X by Proposition 4.1.2. �

Remark 4.1.7. Using the techniques of Remmert-Shiffman and Skoda-El mir, one
can show that ω automatically extends to X as a closed positive (1, 1)-current
(that might however not have local potentials near singular points). It is likely
that the assumption that this extension has local potentials in Proposition 4.1.6
is superfluous.

4.1.3 Kähler-Ricci flows on singular varieties

The following results are a mild generalization of [ST09]. The first one deals with
the non-normalized Kähler-Ricci flow.

Theorem 4.1.8. Let X be a compact Kähler variety with log terminal singular-
ities and let f : X → Y be a birational morphism with Y compact normal, such
that KX is f -ample. Let α ∈ H1,1

ddc(Y ) be a Kähler class on Y and set

T := sup {t > 0 | f∗α+ t[KX ] Kähler class on X} .
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Set Ω := Xreg ∩ f−1(Yreg) and let ω0 ∈ f∗α be a positive (1, 1)-current on X
with continuous potentials. Then there exists a unique family of (1, 1)-currents
ωt ∈ f∗α+ t[KX ], t ∈]0, T [, such that

(i) ωt has uniformly bounded potentials w.r.t. to t ∈]0, T ′[ for each T ′ < T .

(ii) on Ω×]0, T [ ωt is smooth and satisfies ω̇t = −Ric(ωt).

(iii) the potentials of ωt converge to those of ω0 in C0(Ω).

For the so-called normalized Kähler-Ricci flow, the result implies:

Corollary 4.1.9. Let X be a compact variety with log terminal singularities
and ±KX ample (and hence X projective). Given a positive (1, 1)-current ω0

with continuous potentials such that [ω0] = [±KX ], there exists a unique unique
family of (1, 1)-currents ωt ∈ [±KX ], t ∈]0,+∞[, such that

(i) ωt has uniformly bounded potentials w.r.t. to t ∈]0, T ′[ for each T ′ < +∞.

(ii) on Xreg×]0,+∞[ ωt is smooth and satisfies ω̇t = −Ric(ωt) on Ω×]0,+∞[.

(iii) the potentials of ωt converge to those of ω0 in C0(Xreg).

A simple change of variable reduces Corollary 4.1.9 to a special case of The-
orem 4.1.8. More specifically, setting

ω̃s := (1 ± s)ω± log(1±s)

transforms a solution of ω̇t = −Ric(ωt) ∓ ωt on Xreg×]0,+∞[ into a solution of
˙̃ωs = −Ric(ω̃s) on Xreg×]0, T [, with [ωs] = [ω0] + s[KX ] where T = +∞ if KX is
ample and T = 1 if −KX is ample.

4.1.4 Reduction to a parabolic Monge-Ampère equation

As a first step, we will reduce Theorem 4.1.8 to a degenerate parabolic Monge-
Ampère equation on a log resolution of X.

With the notation of Theorem 4.1.8, let θ0 ∈ f∗α be a smooth representative,
so that ω0 = θ0 + ddcφ0 for some θ0-psh function φ0 ∈ C0(X). Let also ϕ be a
smooth metric on KX , with curvature form χ and associated adapted measure
µ = µϕ as in (4.1.2). For any Kähler form ω on Xreg, it follows from the definitions
that

−ddc log (ωn/µ) = χ+ Ric(ω) (4.1.3)

holds on Xreg. Setting
θt := θ0 + tχ,

we are looking for a family of positive currents of the form ωt = θt + ddcφt where
φt is smooth on Ω×]0, T [. Using (4.1.3), the equation ω̇t = −Ric(ωt) reads

ddc (φ̇t − log (ωnt /µ)) = 0
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on Ω for each t ∈]0, T [, which implies that φ̇t− log (ωnt /µ) is constant by Lemma
4.1.3. After writing this constant c(t) as a time derivative to absorb it in φt, we
end up with the parabolic Monge-Ampère equation on Ω×]0, T [

φ̇t = log (θt + ddcφt)
n /µ.

with θt := θ0 + tχ. Now let as in Section4.1.2 π : X ′ → X be a log resolution.
By Lemma 4.1.4 µ′ := π∗µ is of the form

µ′ := eψ
+−ψ−

dV

where dV is a smooth volume form on X ′, ψ± are quasi-psh functions with
logarithmic poles along the exceptional divisor E, smooth on X \ E, and such
that e−ψ

− ∈ Lp for some p > 1.
If we set θ′t := π∗θt and φ′

0 := π∗φ0 then θ′t is an affine path of closed (1, 1)-
forms on X ′ with semipositive class, and the ample locus Ω of [θ′0] is contained in
X ′ \E. After dropping the primes, we are thus reduced to proving the following
theorem:

Theorem 4.1.10. Let X be a compact Kähler manifold. Assume given the fol-
lowing data:

• an affine path θt = θ0 + tχ, t ∈ [0, T [, of closed (1, 1)-forms such that the
cohomology class of θt is semipositive and big for t ∈ [0, T [.

• a positive measure µ of the form

µ = eψ
+−ψ−

dV

where ψ± are quasi-psh functions that are smooth on a Zariski open subset
Ω of the ample locus of [θ0] and such that e−ψ

− ∈ Lp for some p > 1.

• a function φ0 ∈ C0(X) ∩ PSH(X, θ0).

Then there exists a unique family φt, t ∈]0, T [, of functions on X such that:

(i) φt is θt-psh and uniformly bounded w.r.t. t ∈]0, T ′[ for each T ′ < T .

(ii) on Ω×]0, T [ φt is smooth and satisfies φ̇t = log (θt + ddcφt)
n /µ.

(iii) φt → φ0 uniformly on compact subsets of Ω as t→ 0.

4.2 Toolbox

4.2.1 The maximum principle

The following simple maximum principle will the main tool to establish upper an
lower bounds.
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Proposition 4.2.1. Let X be a (not necessarily compact) Kähler manifold, let ωt,
t ∈ [0, T ], be a smooth family of Kähler metrics on X, and denote by ∆t = tr ωtdd

c

the Laplacian with respect to ωt. Assume that H ∈ C∞(X × [0, T ]) satisfies(
∂

∂t
− ∆t

)
H ≥ 0

or
∂

∂t
H ≥ log

[
(ωt + ddcHt)

n

ωnt

]
,

and assume also that H → +∞ near ∂X × [0, T ] if X is not compact. Then
infX Ht ≥ infX H0 for all t ∈ [0, T ]. If we replace ≥ with ≤ and assume that
H → −∞ near ∂X × [0, T ] then supX Ht ≤ supX H0.

Proof. Upon replacing H with H±εt with ε > 0, we may assume in each case that
the inequality is strict. The properness assumption guarantees that H achieves
its infimum (resp. supremum) at some point (x0, t0) ∈ X × [0, T ], and the strict
differential inequality implies that t0 is necessarily 0, since we would have ∂

∂tH ≤ 0
(resp. ≥ 0) and ddcH ≥ 0 (resp. ≤ 0) at (x0, t0) otherwise. �

4.2.2 A Laplacian inequality

If θ, ω are (1, 1)-forms with ω Kähler, recall that the trace of θ with respect to ω
is defined by

tr ω(θ) := n
θ ∧ ωn−1

ωn
.

At each point of X one can diagonalize θ with respect to ω, with eigenvalues
λ1 ≤ ... ≤ λn, and we then have tr ω(θ) =

∑
i λi. If φ is a function, its Laplacian

with respect to ω is given by

∆ωφ = tr ω(ddcφ).

Proposition 4.2.2. Let ω, ω′ be two Kähler forms on a Kähler manifold X.

(i) We have (
ω′n

ωn

) 1
n

≤ 1
ntr ω(ω′) ≤

(
ω′n

ωn

)
(tr ω′(ω))n−1 .

(ii) If the holomorphic bisectional curvature of ω is bounded below by B ∈ R,
then

∆ω′ log tr ω(ω′) ≥ −tr ωRic(ω′)

tr ω(ω′)
+B tr ω′(ω).

The inequality in (ii) goes back to [Aub78, Yau78]; in the present form it is
due to Siu [Siu87, pp. 97–99]. We include a proof for the reader’s convenience.
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Proof. The left-hand inequality in (i) amounts to the arithmetico-geometric in-
equality for the eigenvalues of ω′ wrt ω; the right-hand inequality follows from
similar elementary eigenvalue considerations.

We now prove (ii). Since this is a pointwise inequality, we can choose normal
coordinates (zi) at a given point 0 ∈ X so that ω =

√
−1
∑

k,l ωkldzk ∧ dzl and

ω′ =
√
−1
∑

k,l ω
′
kldzk ∧ dzl satisfy

ωkl = δkl −
∑
i,j

Rijklzizj +O(∥z∥3).

near 0 and ω′
kl = λkδkl at 0. Here Rijkl denotes the curvature tensor of ω, δkl

stands for the Kronecker symbol, and λ1 ≤ ... ≤ λn are the eigenvalues of ω′ with
respect to ω at 0.

Observe that the inverse matrix (ωkl) = (ωkl)
−1 satisfies

ωkl = δkl +
∑
i,j

Rijklzizj +O(∥z∥3). (4.2.1)

Recall also that the curvature tensor of ω′ is given in local coordinates (zi) by

R′
ijkl = −∂i∂jω′

kl +
∑
p,q

ω′
pq∂iω

′
kq∂jω

′
pl,

hence

R′
ijkl = −∂i∂jω′

kl +
∑
p

λ−1
p ∂iωkp∂jω

′
pl (4.2.2)

at the point 0. Setting u := tr ω(ω′) we have ddc log u = u−1ddcu− u−2du ∧ dcu,
hence

∆ω′ log u = u−1∆ω′u− u−2tr ω′(du ∧ dcu).

Now we have at 0

∆ω′u =
∑
ik

λ−1
i ∂i∂i(ω

kkω′
kk)

and

tr ω′ (du ∧ dcu) =
∑
i,k,l

λ−1
i ∂iω

′
kk∂iω

′
ll,

with

∂i∂i(ω
kkω′

kk) = λkRiikk + ∂i∂iω
′
kk

thanks to (4.2.1). It follows that

∆ω′ log u = u−1

∑
ik

λ−1
i λkRiikk +

∑
i,k

λ−1
i ∂i∂iω

′
kk

−u−2

∑
i,k,l

λ−1
i ∂iω

′
kk∂iω

′
ll

 .

(4.2.3)
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On the one hand, the assumption on the holomorphic bisectional curvature of ω
reads Riikk ≥ B for all i, k, hence∑

ik

λ−1
i λkRiikk ≥ B(

∑
i

λ−1
i )(

∑
k

λk) = Btr ω′(ω)u. (4.2.4)

On the other hand, (4.2.2) yields∑
i,k

λ−1
i ∂i∂iω

′
kk = −

∑
i,k

λ−1
i R′

iikk +
∑
i,k,p

λ−1
i λ−1

p |∂iω′
kp|2.

Note that
∑

i,k λ
−1
i R′

iikk = tr ωRic(ω′), while∑
i,k,p

λ−1
i λ−1

p |∂iω′
kp|2 ≥

∑
i,k

λ−1
i λ−1

k |∂iω′
kk|2 ≥ u−1

∑
i,k,l

λ−1
i ∂iω

′
kk∂iω

′
ll

by the Cauchy-Schwarz inequality. Combining this with (4.2.3) and (4.2.4) yields
the desired inequality. �

4.2.3 Existence theorem for parabolic Monge-Ampère equations

The following result is basically due to Cao [Cao85], Tsuji [Tsu88] and Tian-
Zhang [Tzha06].

Theorem 4.2.3. Let X be a compact Kähler manifold and µ be a smooth positive
volume form on X. Let also (ωt)t∈[0,T [ be a smooth family of Kähler forms. Then
every φ0 ∈ C∞(X) such that ω0 + ddcφ0 > 0 uniquely extends to a solution
φ ∈ C∞(X × [0, T [) of

∂

∂t
φ = log

[
(ωt + ddcφt)

n

µ

]
.

Uniqueness follows from the maximum principle (Proposition 4.2.1). We refer
to the lecture notes by Song and Weinkove for a proof of existence, which amounts
to proving a priori estimates similar to Section 4.4 below.

4.3 Smoothing property of the Kähler-Ricci flow

By analogy with the regularizing properties of the Heat equation, it is expected
that the Kähler-Ricci flow can be started from a degenerate initial data (say a
positive current, rather than a Kähler form), instantaneously smoothing out the
latter.

The goal of this section is to illustrate positively this expectation by explaining
the proof of the following result of Szekelyhidi-Tosatti [SzTo11]:
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Theorem 4.3.1. Let (X,ω) be a n-dimensional compact Kähler manifold. Let
F : R×X → R be a smooth function and assume ψ0 ∈ PSH(X,ω) is continuous3

and satisfies

(ω + ddcψ0)
n = e−F (ψ0,x)ωn.

Then ψ0 ∈ C∞(X) is smooth.

As the reader will realize later on, the proof is a good warm up, as the
arguments are similar to the ones we are going to use when proving Theorem
4.1.10.

Let us recall that such equations contain as a particular case the Kähler-
Einstein equation. Namely when the cohomology class {ω} is proportional to the
first Chern class of X4, λ{ω} = c1(X) for some λ ∈ R, then the above equation
is equivalent to

Ric(ω + ddcψ0) = ω + ddcψ0,

when taking

F (φ, x) = λφ+ h(x)

with h ∈ C∞(X) such that Ric(ω) = λω + ddch. Szekelyhidi-Tosatti’s result is
thus particularly striking since there isn’t uniqueness5 of the solutions to such
equations (when one exists).

The interest in such regularity results stems for example from the recent works
[BBGZ09, EGZ11] which provide new tools to construct weak solutions to such
complex Monge-Ampère equations.

The idea of the proof is both simple and elegant, and goes as follows: assume
we can run a complex Monge-Ampère flow

∂φt
∂t

= log

[
(ω + ddcφt)

n

ωn

]
+ F (φt, x)

with an initial data φ0 ∈ PSH(X,ω) ∩ C0(X) in such a way that

1. (x, t) 7→ φt is continuous on X × [0, T ],

2. (x, t) 7→ φt is C∞-smooth on X×]0, T ].

Then ψ0 will be a fixed point of such a flow hence if ψt denotes the flow originating
from ψ0, ψ0 ≡ ψt has to be smooth !

To simplify our task, we will actually give full details only in case

F (s, x) = −G(s) + h(x) with s 7→ G(s) being convex

3The authors state their result assuming that ψ0 is merely bounded, but they use in an
essential way the continuity of ψ0, which is nevertheless known in this context by [Kol98].

4This of course assumes that c1(X) has a definite sign.
5In the Kähler-Einstein Fano case, a celebrated result of Bando and Mabuchi [BM87] asserts

that any two solutions are connected by the flow of a holomorphic vector field.
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and merely briefly indicate what extra work has to be done to further establish
the most general result. Note that this particular case nevertheless covers the
Kähler-Einstein setting.

In the sequel we consider the above flow starting from a smooth initial po-
tential φ0 and establish various a priori estimates that eventually will allow us
to start from a poorly regular initial data. We fix once and for all a finite time
T > 0 (independent of φ0) such that all flows to be considered are well defined on
X× [0, T ]: it is standard that the maximal interval of time on which such a flow is
well defined can be computed in cohomology, hence depends on the cohomology
class of the initial data rather than on the (regularity properties of the) chosen
representative.

4.3.1 A priori estimate on φt

We consider in this section onX×[0, T ] the complex Monge-Ampère flow (CMAF )

∂φt
∂t

= log

[
(ω + ddcφt)

n

ωn

]
+ F (φt, x)

with initial data φ0 ∈ PSH(X,ω)∩C∞(X). Our aim is to bound ∥φt∥L∞(X×[0,T ])

in terms of ∥φ0∥L∞(X) and T .

4.3.1.1 Heuristic control

Set M(t) = supX φt. It suffices to bound M(t) from above, the bound from below
for m(t) := infX φt will follow by symmetry.

Assume that we can find t ∈ [0, T ] 7→ x(t) ∈ X a differentiable map such that
M(t) = φt(x(t)). Then M is differentiable and satisfies

M ′(t) =
∂φt
∂t

(x(t)) ≤ F (φt(x(t)), x(t)) ≤ F (M(t)),

where
F (s) := sup

x∈X
F (s, x)

is a Lipschitz map.
It follows therefore from the Cauchy-Lipschitz theory of ODE’s that M(t) is

bounded from above on [0, T ] in terms of T,M(0) = supX φ0 and F (hence F ).

4.3.1.2 A precise bound

We now would like to establish a more precise control under a simplifying as-
sumption:

Lemma 4.3.2. Assume φt, ψt are smooth families of ω-psh functions such that

∂φt
∂t

≤ log [(ω + ddcφt)
n/ωn] + F (φt, x)



180 CHAPTER 4. REGULARIZING PROPERTIES OF THE KRF

and
∂ψt
∂t

≥ log [(ω + ddcψt)
n/ωn] + F (ψt, x),

where

F (s, x) = λs−G(s, x) with s 7→ G(s, ·) non-decreasing.

Then for all t ∈ [0, T ],

sup
X

(φt − ψt) ≤ eλT max{sup
X

(φ0 − ψ0), 0}.

Proof. Set u(x, t) := e−λt(φt − ψt)(x) − εt ∈ C0(X × [0, T ]), where ε > 0 is fixed
(arbitrary small). Let (x0, t0) ∈ X × [0, T ] be a point at which u is maximal.

If t0 = 0, then u(x, t) ≤ (φ0 − ψ0)(x0) ≤ supX(φ0 − ψ0) and we obtain the
desired upper bound by letting ε > 0 decrease to zero.

Assume now that t0 > 0. Then u̇ ≥ 0 at this point, hence

0 ≤ −ε− λe−λt(φt − ψt) + e−λt(φ̇t − ψ̇t).

On the other hand ddcxu ≤ 0, hence ddcxφt ≤ ddcxψt and

φ̇t − ψ̇t ≤ F (φt, x) − F (ψt, x) + log

[
(ω + ddcφt)

n

(ω + ddcψt)n

]
≤ F (φt, x) − F (ψt, x).

Recall now that F (s, x) = λs−G(s, x). Previous inequalities therefore yield

G(φt, x) < G(ψt, x) at point (x, t) = (x0, t0).

Since s 7→ G(s, ·) is assumed to be non-decreasing, we infer φt0(x0) ≤ ψt0(x0), so
that for all (x, t) ∈ X × [0, T ],

u(x, t) ≤ u(x0, t0) ≤ 0.

Letting ε decrease to zero yields the second possibility for the upper bound. �

By reversing the roles of φt, ψt, we obtain the following useful:

Corollary 4.3.3. Assume φt, ψt are solutions of (CMAF ) with F as above.
Then

∥φt − ψt∥L∞(X×[0,T ]) ≤ eλT ∥φ0 − ψ0∥L∞(X).

As a consequence, if φ0,j is a sequence of smooth ω-psh functions decreasing to
φ0 ∈ PSH(X,ω)∩C0(X), and φt,j are the corresponding solutions to (CMAF ) on
X× [0, T ], then the sequence (φt,j)j uniformly converges towards φt on X× [0, T ]
as j → +∞ with φt ∈ C0(X × [0, T ]).
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4.3.2 A priori estimate on φ̇t

We assume here again that on X × [0, T ]

∂φt
∂t

= log

[
(ω + ddcφt)

n

ωn

]
+ F (φt, x)

with initial data φ0 ∈ PSH(X,ω) ∩ C∞(X).

Lemma 4.3.4. There exists C > 0 which only depends on ∥φ0∥L∞(X) such that
for all t ∈ [0, T ],

∥φ̇t∥L∞(X) ≤ eCT ∥φ̇0∥L∞(X).

Let us stress that such a bound requires both that the initial potential φ0 is
uniformly bounded and that the initial density

f0 =
(ω + ddcφ0)

n

ωn
= log φ̇0 − F (φ0, x)

is uniformly bounded away from zero and infinity. We shall consider in the sequel
more general situations with no a priori control on the initial density f0.

Proof. Observe that
∂φ̇t
∂t

= ∆tφ̇t +
∂F

∂s
(φt, x)φ̇t,

where ∆t denotes the Laplace operator associated to ωt = ω + ddcφt.

Since F is C1-smooth, we can find a constant C > 0 which only depends on
(F and) ∥φt∥L∞(X×[0,T ]) such that

−C <
∂F

∂s
(φt, x) < +C.

ConsiderH+(x, t) := e−Ctφ̇t(x) and let (x0, t0) be a point at whichH+ realizes
its maximum on X × [0, T ]. If t0 = 0, then φ̇t(x) ≤ eCT supX φ0 for all (x, t) ∈
X × [0, T ]. If t0 > 0, then

0 ≤
(
∂

∂t
− ∆t

)
(H+) = e−Ct

[
∂F

∂s
(φt, x) − C

]
φ̇

hence φ̇t0(x0) ≤ 0, since ∂F
∂s (φt, x) − C < 0. Thus φ̇t(x) ≤ 0 in this case. All in

all, this shows that

φ̇t ≤ eCT max

{
sup
X
φ̇0, 0

}
.

Considering the minimum of H−(x, t) := e+Ctφ̇t(x, t) yields a similar bound
from below and finishes the proof since max{supX φ̇0,− infX φ̇0} ≥ 0. �
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4.3.3 A priori estimate on ∆φt

Recall that we are considering on X × [0, T ]

∂φt
∂t

= log

[
(ω + ddcφt)

n

ωn

]
+ F (φt, x)

with initial data φ0 ∈ PSH(X,ω)∩C∞(X). Our aim in this section is to establish
an upper bound on ∆ωφt, which is uniform as long as t > 0 and is allowed to
blow up when t decreases to zero.

4.3.3.1 A convexity assumption

To simplify our task, we shall assume that

F (s, x) = −G(s) + h(x), with s 7→ G(s) being convex.

This assumption allows us to bound from above ∆ωF (φ, x) as follows:

Lemma 4.3.5. There exists C > 0 which only depends on ∥φ0∥L∞(X) such that

∆ω (F (φt, x)) ≤ C [1 + tr ω(ωt)] ,

where ωt = ω + ddcφt.

Recall here that for any smooth function h and (1, 1)-form β,

∆ωh := n
ddch ∧ ωn−1

ωn
while tr ωβ := n

β ∧ ωn−1

ωn
.

Proof. Observe that

ddc (F (φ, x)) = −G′′(φ)dφ ∧ dcφ−G′(φ)ddcφ ≤ −G′(φ)ddcφ

since G is convex. Now ddcφ = (ω+ ddcφ)− ω = ωφ − ω = ωt − ω is a difference
of positive forms and −C ≤ −G′(φ) ≤ +C, therefore

ddc (F (φ, x)) ≤ C (ωt + ω) ,

which yields the desired upper bound. �

Our simplifying assumption thus yields a bound from above on ∆ω (F (φ, x))
which depends on tr ω(ωφ) (and ∥φ0∥L∞(X)) but not on ∥∇φt∥L∞(X×[ε,T ]). A
slightly more involved bound from above is available in full generality, which
relies on Blocki’s gradient estimate [B lo09]. We refer the reader to the proofs of
[SzTo11, Lemmata 2.2 and 2.3] for more details.
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4.3.3.2 The estimate

Proposition 4.3.6. Assume that F (s, x) = −G(s)+h(x), with s 7→ G(s) convex.
Then

0 ≤ tr ω(ωt) ≤ C exp (C/t)

where C > 0 depends on ∥φ0∥L∞(X) and ∥φ̇0∥L∞(X).

Proof. We set u(x, t) := tr ω(ωt) and

α(x, t) := t log u(x, t) −Aφt(x),

where A > 0 will be specified later. The desired inequality will follow if we can
uniformly bound α from above. Our plan is to show that(

∂

∂t
− ∆t

)
(α) ≤ C1 + (Bt+ C2 −A)tr ωt(ω)

for uniform constants C1, C2 > 0 which only depend on ∥φ0∥L∞(X), ∥φ̇0∥L∞(X).
Observe that(

∂

∂t
− ∆t

)
(α) = log u+

t

u

∂u

∂t
−Aφ̇t − t∆t log u+A∆tφt.

The last term yields A∆tφt = An − Atr ωt(ω). The for to last one is estimated
thanks to Proposition 4.2.2,

−t∆t log u ≤ Bt tr ωt(ω) + t
tr ω(Ric(ωt))

tr ω(ωt)
.

It follows from Lemma 4.3.5 that

t

u

∂u

∂t
=

t

u
∆t

(
log

ωnt
ωn

)
+
t

u
∆ωF (φt, x)

=
t

u
{−tr ω(Ricωt) + tr ω(Ricω)} +

t

u
∆ωF (φt, x)

≤ −ttr ω(Ricωt)

tr ω(ωt)
+ C

(1 + u)

u
.

We infer

−t∆t log u+
t

u

∂u

∂t
≤ Bt tr ωt(ω) + C1,

using that u is uniformly bounded below as follows from Proposition 4.2.2 again.
To handle the remaining (first and third) terms, we simply note that φ̇t is

uniformly bounded below, while

log u ≤ log
[
Ctr ωt(ω)n−1

]
≤ C2 + C3tr ωt(ω)

by Proposition 4.2.2 and the elementary inequality log x < x. Altogether this
yields (

∂

∂t
− ∆t

)
(α) ≤ C4 + (Bt+ C3 −A) tr ωt(ω) ≤ C4,

if we choose A > 0 so large that Bt + C3 − A < 0. The desired inequality now
follows from the maximum principle. �
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4.3.4 Proof of Theorem 4.3.1

4.3.4.1 Higher order estimates

Using the complex parabolic Evans-Krylov theory together with Schauder’s es-
timates, it follows from our previous estimates that the following higher order a
priori estimates hold:

Proposition 4.3.7. For each fixed ε > 0 and k ∈ N, there exists Ck(ε) > 0
which only further depends on ∥φ0∥L∞(X) and ∥φ̇0∥L∞(X) such that

∥φt∥Ck(X×[ε,T ]) ≤ Ck(ε).

4.3.4.2 A stability estimate

Let 0 ≤ f, g ∈ L2(ωn) be densities such that∫
X
fωn =

∫
X
gωn =

∫
X
ωn.

It follows from the celebrated work of Kolodziej [Kol98] that there exists unique
continuous ω-psh functions φ,ψ such that

(ω + ddcφ)n = fωn, (ω + ddcψ)n = gωn and

∫
X

(φ− ψ)ωn = 0.

We shall need the following stability estimates:

Theorem 4.3.8. There exists C > 0 which only depends on ∥f∥L2 , ∥g∥L2 such
that

∥φ− ψ∥L∞(X) ≤ C∥f − g∥γ
L2(X)

,

for some uniform exponent γ > 0.

Such stability estimates go back to the work of Kolodziej [Kol03] and Blocki
[Blo03]. Much finer stability results are available by now (see [DZ10, GZ11]). We
sketch a proof of this version for the convenience of the reader.

Proof. The proof decomposes in two main steps. We first claim that

∥φ− ψ∥L2(X) ≤ C∥f − g∥
1

2n−1

L2(X)
, (4.3.1)

for some appropriate C > 0. Indeed we are going to show that∫
X
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωn−1 ≤ C1I(φ,ψ)2

−(n−1)
, (4.3.2)

where

I(φ,ψ) :=

∫
X

(φ− ψ) {(ω + ddcψ)n − (ω + ddcφ)n} ≥ 0
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is non-negative, as the reader can check that an alternative writing is

I(φ,ψ) =
n−1∑
j=0

∫
X
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωjφ ∧ ωn−1−j

ψ .

In our case the Cauchy-Schwarz inequality yields

I(φ,ψ) =

∫
X

(φ− ψ)(g − f)ωn ≤ ∥φ− ψ∥L2∥f − g∥L2 ,

therefore (4.3.1) is a consequence of (4.3.2) and Poincaré’s inequality.
To prove (4.3.2), we write ω = ωφ − ddcφ and integrate by parts to obtain,∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωn−1

=

∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωφ ∧ ωn−2 −

∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ddcφ ∧ ωn−2

=

∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωφ1 ∧ ωn−2 +

∫
d(φ− ψ) ∧ dcφ ∧ (ωφ − ωψ) ∧ ωn−2

We take care of the last term by using Cauchy-Schwarz inequality, which yields∫
d(φ− ψ) ∧ dcφ ∧ ωφ ∧ ωn−2 ≤ A

(∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωφ ∧ ωn−2

)1/2

,

where

A2 =

∫
dφ ∧ dcφ ∧ ωφ ∧ ωn−2

is uniformly bounded from above, since φ is uniformly bounded in terms of
∥f∥L2(X) by the work of Kolodziej [Kol98]. Similarly

−
∫
d(φ−ψ)∧dcφ∧ωψ ∧ωn−2 ≤ B

(∫
d(φ− ψ) ∧ dc(φ− ψ) ∧ ωψ ∧ ωn−2

)1/2

,

where

B2 =

∫
dφ ∧ dcφ ∧ ωψ ∧ ωn−2

is uniformly bounded from above. Note that both terms can be further bounded
from above by the same quantity by bounding from above ωφ (resp. ωψ) by
ωφ + ωψ.

Going on this way by induction, replacing at each step ω by ωφ +ωψ, we end
up with a control from above of

∫
d(φ−ψ)∧ dc(φ−ψ)∧ωn−1 by a quantity that

is bounded from above by CI(φ,ψ)2
−(n−1)

(there are (n− 1)-induction steps), for
some uniform constant C > 0. This finishes the proof of the first step.

The second step consists in showing that

∥φ− ψ∥L∞(X) ≤ C2∥φ− ψ∥γ
L2(X)

for some constants C2, γ > 0. We are not going to dwell on this second step here,
as it would take us too far. It relies on the comparison techniques between the
volume and the Monge-Ampère capacity, as used in [Kol98]. �



186 CHAPTER 4. REGULARIZING PROPERTIES OF THE KRF

4.3.4.3 Conclusion

We are now in position to conclude the proof of Theorem 4.3.1 (at least in case
F (s, x) = −G(s) + h(x), with G convex). Let ψ0 ∈ PSH(X,ω) be a continuous
solution to

(ω + ddcψ0)
n = e−F (ψ0,x)ωn.

Fix uj ∈ C∞(X) arbitrary smooth functions which uniformly converge to ψ0

and let ψj ∈ PSH(X,ω) ∩ C∞(X) be the unique smooth solutions of

(ω + ddcψj)
n = cje

−F (uj ,x)ωn,

normalized by
∫
X(ψj − ψ0)ω

n = 0. Here cj ∈ R are normalizing constants wich
converge to 1 as j → +∞, such that

cj

∫
X
e−F (uj ,x)ωn =

∫
X
ωn,

and the existence (and uniqueness) of the ψj ’s is provided by Yau’s celebrated
result [Yau78]. It follows from the stability estimate (Theorem 4.3.8) that

∥ψj − ψ0∥L∞(X) −→ 0 as j → +∞,

hence
∥ψj − uj∥L∞(X) −→ 0 as j → +∞.

Consider the complex Monge-Ampère flows

∂φt,j
∂t

= log

[
(ω + ddcφt,j)

n

ωn

]
+ F (φt,j , x) − log cj ,

with initial data φ0,j := ψj . It follows from Lemma 4.3.2 that

∥φt,j − φt,k∥L∞(X×[0,T ]) ≤ eλT ∥ψj − ψk∥L∞(X) + |log cj − log ck| ,

thus (φt,j)j is a Cauchy sequence in the Banach space C0(X × [0, T ]). We set

φt := lim
j→+∞

φt,j ∈ C0(X × [0, T ]).

Note that φt ∈ PSH(X,ω) for each t ∈ [0, T ] fixed and φ0 = ψ0 = limφ0,j by
continuity. Proposition 4.3.7 shows moreover that (φt,j)j is a Cauchy sequence in
the Fréchet space C∞(X×]0, T ]), hence (x, t) 7→ φt(x) ∈ C∞(X×]0, T ]). Observe
that

∥φ̇0,j∥L∞(X) = ∥F (ψj , x) − F (uj , x)∥L∞(X) ≤ C∥ψj − uj∥L∞(X) → 0.

Lemma 4.3.4 therefore yields for all t > 0,

∥φ̇t∥L∞(X) = lim
j→+∞

∥φ̇t,j∥L∞(X) ≤ C lim
j→+∞

∥φ̇0,j∥L∞(X) = 0.

This shows that t 7→ φt is constant on ]0, T ], hence constant on [0, T ] by
continuity. Therefore ψ0 ≡ φt is smooth, as claimed.
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4.4 A priori estimates for parabolic Monge-Ampère
equations

In this section (X,ω) denotes a compact Kähler manifold endowed with a ref-
erence Kähler form with volume form dV . Let (ωt)t∈[0,T ] be a smooth path of
Kähler forms, a smooth positive volume form µ = fdV . Our goal is to provide a
priori estimates on a solution φ ∈ C∞(X × [0, T ]) to

∂

∂t
φ = log

[
(ωt + ddcφt)

n

µ

]
. (4.4.1)

that only depend on

• the C0-norm of φ0;

• a given semipositive and big (1, 1)-form θ such that ωt ≥ θ for t ∈ [0, T ];

• the Lp-norm and certain Hessian bounds for the density f of µ.

4.4.1 C0-bound

Lemma 4.4.1. Let θ be a semipositive and big (1, 1)-form and C > 0, p > 1
such that

(i) 0 ≤ θ ≤ ωt ≤ Cω for t ∈ [0, T ].

(ii) C−1 ≤
∫
µ and

∫
fpdV ≤ C.

(iii) supX |φ0| ≤ C.

Then there exists A > 0 only depending on θ, T , p and C such that

sup
X×[0,T ]

|φ| ≤ A.

Proof. During the proof we shall say that a constant is under control if it only
depends on the desired quantities.

Step 0: an auxiliary construction. The following construction will also be
used in the proof of Lemma 4.4.3 below. For ε ∈]0, 1] we introduce the Kähler
form

ηε := (1 − ε)θ + ε2ω

and set cε := log
∫
ηnε∫
µ

. Since ωt is a continuous family of Kähler forms, we can

fix 0 < ε ≪ 1 such that ωt ≥ εω for all t ∈ [0, T ]. Note that cε is under control
(even though ε itself is not!). Observe that ωt ≥ (1 − ε)θ + εωt, hence

ωt ≥ ηε for t ∈ [0, T ]. (4.4.2)
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By [Yau78] there exists a unique smooth ηε-psh function ρε such that

(ηε + ddcρε)
n = ecεµ (4.4.3)

and normalized by supX ρε = 0. The Lp-norm of the right-hand side is under
control and 1/2θ ≤ ηε ≤ (C + 1)ω, so that the uniform version of Kolodziej’s
L∞-estimates [EGZ09] shows that supX |ρε| is under control.

Step 1: Bounding φt from above. By non-negativity of the relative entropy
of the probability measure µ/

∫
µ with respect to (ωt + ddcφt)

n/
∫
ωnt we have

∫ (
−φ̇t + log

(∫
ωnt∫
µ

))
µ ≥ 0.

It follows that d
dt

(∫
φtµ

)
≤ A1 with A1 under control, hence

∫
φtµ ≤ A2 since

supX |φ0| is under control. On the other hand there exists δ > 0 and B1 > 0 such
that

∫
e−δψωn ≤ B1 for all normalized θ-psh functions φ, by Skoda’s uniform

integrability theorem [Zer01]. By Hölder’s inequality it follows that
∫
e−δ

′φµ ≤
B2 where δ′ := δ/q with q the conjugate exponent of p, and we get a uniform
mean value inequality

sup
X
φ ≤

∫
φµ∫
µ

+B3

for all θ-psh functions φ. Applying this to φ = φt yields the desired upper bound
on φt.

Step 2: Bounding φt from below. Consider ηε and ρε as in Step 0, and set
Ht := φt − ρε − cεt. By (4.4.3) and (4.4.2) we get

∂

∂t
Ht = log

(ωt + ddcρε + ddcHt)
n

(ηε + ddcρε)n
≥ log

(ωt + ddcρε + ddcHt)
n

(ωt + ddcρε)n

on X × [0, T ], hence infX Ht ≥ infX H0 by Proposition 4.2.1. Since cε and
supX |ρε| ≤M are under control, this concludes the proof of Lemma 4.4.1. �

Remark 4.4.2. Let us stress, as a pedagogical note to the non expert reader, that
this parabolic C0-estimate thus follows from

• the elementary maximum principle (Proposition 4.2.1 )

• Skoda’s uniform integrability theorem

• Kolodziej’s uniform elliptic estimate [Kol98, EGZ09]
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4.4.2 Bounding the time derivative.

Lemma 4.4.3. With the notation and assumptions of Lemma 4.4.1, assume
furthermore that ωt is an affine path, so that ω̇t = χ is independent of t. Then
there exists A > 0 only depending on θ, C p and T such that

sup
X
φ̇t ≤ At−1 for t ∈]0, T ].

For each T ′ < T there exists A′ only depending on θ, C, p and T ′ such that

inf
X
φ̇t ≥ −A′t−1 for t ∈]0, T ′].

Proof. We have ωt = ω0 + tχ. Set ω′
t := ωt + ddcφt and let ∆′

t = tr ω′
t
ddc be the

Laplacian with respect to ω′
t. We trivially have

∆′
tφt = n− tr ω′

t
(ωt), (4.4.4)

while applying ∂
∂t to φ̇t = log(ω′n

t /µ) yields(
∂

∂t
− ∆′

t

)
φ̇t = tr ω′

t
χ. (4.4.5)

Step 1: bounding φ̇t from above. Set Ht := tφ̇t − φt − nt. Then(
∂

∂t
− ∆′

t

)
Ht = tr ω′

t
(tχ− ωt) = tr ω′

t
(−ω0) ≤ 0

on X × [0, T ]. Proposition 4.2.1 yields supX Ht ≤ supX H0 for 0 ≤ t ≤ T , hence
the desired upper bound on tφ̇t since supX |φt| is under control by Lemma 4.4.1.

Step 2: bounding φ̇t from below. Recall ηε, ρε from Step 0 of the proof of
Lemma 4.4.1. Consider

Ht := tφ̇t +Aφt − ρε +Bt

where A,B > 0 will be specified afterwards. Using (4.4.4) and (4.4.5) we get(
∂

∂t
− ∆t

)
Ht = tr ωt(tχ+Aωt + ddcρε) + (1 +A)φ̇t −An+B.

We now fix A ≫ 1 under control such that (A + 1)T ′/A < T . We then have for
t ∈ [0, T ′]

Aωt + tχ = Aω(A+1)t/A ≥ Aηε ≥ ηε

by (4.4.2), hence(
∂

∂t
− ∆′

t

)
Ht ≥ tr ω′

t
(ηε + ddcρε) + (A+ 1)φ̇t −An+B
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≥ nencε
(
µ

ω′n
t

)n
+ (A+ 1) log

(
ω′n
t

µ

)
−An+B

using (4.4.3) and the arithmetico-geometric inequality. Since

nencεx1/n − (A+ 1) log x ≥ −C

is bounded below by a constant under control for x ∈]0,+∞[, we may now choose
B > 0 under control such that

(
∂
∂t − ∆t

)
Ht ≥ 0 on X× [0, T ′]. Proposition 4.2.1

therefore yields infX Ht ≥ infX H0 for t ∈ [0, T ′], which concludes the proof of
Lemma 4.4.3 since supX |ρε| and supX |φt| are under control. �

4.4.3 Bounding the Laplacian on the ample locus.

Lemma 4.4.4. With the notation and assumptions of Lemma 4.4.1, assume that
ω̇t ≤ Cω. Assume also that the volume form µ is written as

µ = eψ
+−ψ−

ωn (4.4.6)

where ψ± ∈ C∞(X) satisfy

(i) ddcψ+ ≥ −C ω and −C ≤ supX ψ
+ ≤ C.

(ii) ddcψ− ≥ −C ω, supX ψ
− ≤ C, and ∥e−ψ−∥Lp ≤ C for a given p > 1.

Let also K be a compact subset of the ample locus of the big class [θ] and 0 <
T ′ < T . Then there exists A > 0 only depending on θ, C, p, T ′ and K such that

sup
K

|∆φt|eψ
− ≤ eAt

−1
for t ∈]0, T ′].

Proof. We first observe that the estimate (ii) of Lemma 4.4.1 in fact follows from
(i) and (ii). Indeed the upper bound follows from Hölder’s inequality. To get the
lower bound, it is enough to show by Jensen’s inequality that

∫
ψ+ωn is under

control, which follows from the mean value inequality for Cω-psh functions.

From now on we work on the ample locus Ω ⊂ X of [θ]. We may choose a
θ-psh function ψθ ≤ 0 such that ψθ → −∞ near ∂Ω and

ω̃ := (θ + ddcψθ)|Ω

extends to a Kähler form on a compactification X̃ of Ω dominating X. The latter
condition implies that there exists C1 > 0 under control such that ω ≤ C1ω̃
and the holomorphic bisectional curvature of ω̃ is bounded below by −C1. By
Proposition 4.2.2 we thus have

−∆′
t log tr ω̃(ω′

t) ≤
tr ω̃Ric(ω′

t)

tr ω̃(ω′
t)

+ C1tr ω′
t
(ω̃). (4.4.7)
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Now ω′n
t = eφ̇tµ implies Ric(ω′

t) = Ric(µ) − ddcφ̇t. Combining this with

∂

∂t
log tr ω̃(ω′

t) =
tr ω̃(ω̇t + ddcφ̇t)

tr ω̃(ω′
t)

,

we get (
∂

∂t
− ∆′

t

)
log tr ω̃(ω′

t) ≤
tr ω̃ (Ric(µ) + ω̇t)

tr ω̃(ω′
t)

+ C1tr ω′
t
(ω̃).

Now Ric(µ) = −ddcψ+ + ddcψ− + Ric(ω) ≤ C2ω̃+ ddcψ− for some C2 > 0 under
control, and ω̇t ≤ Cω by assumption, hence(

∂

∂t
− ∆′

t

)
log tr ω̃(ω′

t) ≤
C3 + ∆ω̃ψ

−

tr ω̃(ω′
t)

+ C1tr ω′
t
(ω̃).

In order to absorb ψ− in the left-hand side, write

0 ≤ Cω + ddcψ− ≤ CC1ω̃ + ddcψ− ≤ tr ω′
t
(CC1ω̃ + ddcψ−)ω′

t,

which yields

0 ≤ nCC1 + ∆ω̃ψ
−

tr ω̃(ω′
t)

≤ CC1tr ω′
t
(ω̃) + ∆tψ

−.

Using the trivial inequality tr ω̃(ω′
t)tr ω′

t
(ω̃) ≥ n we arrive at(

∂

∂t
− ∆′

t

)
(log tr ω̃(ω′

t) + ψ−) ≤ C4tr ω′
t
(ω̃) (4.4.8)

with C4 > 0 under control.

Now set

Ht := t(log tr ω̃(ω′
t) + ψ−) +A(ψθ − φt).

with A := 2 + C4T . Since

ω̃ + ddc(φt − ψθ) = θ + ddcφt ≤ ωt + ddcφt = ω′
t

we have

∆′
t(φt − ψθ) ≤ n− tr ω′

t
(ω̃),

which combines with (4.4.8) to yield(
∂

∂t
− ∆′

t

)
Ht ≤ log tr ω̃(ω′

t) + ψ− − 2tr ωt(ω̃) −Aφ̇t +An

≤ log tr ω̃(ω′
t) + ψ− − 2tr ωt(ω̃) + C5t

−1

since supX |tφ̇t| is under control. By (i) of Proposition 4.2.2 we get

log tr ω̃(ω′
t) + ψ− ≤ (n− 1) log tr ω′

t
(ω̃) + C6t

−1 (4.4.9)
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using ψ+ ≤ 0 and the bound on |tφ̇t|, and we get(
∂

∂t
− ∆′

t

)
Ht ≤ −tr ω′

t
(ω̃) + C7t

−1

since (n− 1) log x− 2x ≤ −x+O(1) for x ∈]0,+∞[.

We now follow the proof of the minimum principle; since ψθ → −∞ near ∂Ω,
there exists (x0, t0) ∈ Ω × [0, T ] such that Ht0(x0) = sup(x,t)∈X×[0,T ′]Ht(x) for

some t0 ∈]0, T ′]. If t0 > 0 then
(
∂
∂t − ∆t

)
Ht ≥ 0 at (x0, t0), hence tr ωt(ω̃) ≤

C7t
−1 at (x0, t0), and we get

t(log tr ω̃(ω′
t) + ψ−) ≤ C8

at (x0, t0) thanks to (4.4.9). Since ψθ ≤ 0 and |φt| is under control, we infer
Ht(x) ≤ C9 at (x0, t0), hence for all (x, t) ∈ X × [0, T ′]. As a conclusion we
obtain A,B > 0 under control such that

tr ω̃(ω′
t) ≤ Be−ψ

−−At−1ψθ

for t ∈ [0, T ′], which concludes the proof of Lemma 4.4.4. �

4.4.4 A stability estimate

We next prove the following Lipschitz continuity property of solutions to (4.4.1).

Lemma 4.4.5. Let ωit, φ
i
t, i = 1, 2 satisfy the assumptions of Lemma 4.4.4

(with the same measure µ and semipositive and big form θ). Then for each
K b Amp (θ) such that infK ψ

− ≥ −C there exists AK > 0 under control such
that for all t ∈ [0, T ]

sup
K

∣∣φ1
t − φ2

t

∣∣ ≤ AK

(
sup
X

∣∣φ1
0 − φ2

0

∣∣+ sup
t∈[0,T ]

∥ω1
t − ω2

t ∥

)

where we have set for each real (1, 1)-form α

∥α∥ = inf {s ≥ 0 | ±α ≤ sω} .

Proof. We write

N := sup
X

|φ1
0 − φ2

0|, M = sup
t∈[0,T ]

∥ω1
t − ω2

t ∥.

If M = 0 then ω1
t = ω2

t for t ∈ [0, T ], and Proposition 4.2.1 easily yields the
desired inequality with AK = 1. We thus assume that M > 0 and set for
λ ∈ [0,M ]

ωλt :=
(
1 − λ

M

)
ω1
t + λ

M ω
2
t .
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Since ωλt is a Kähler form for t ∈ [0, T ], Theorem 4.2.3 yields a unique solution
φλ ∈ C∞(X × [0, T ]) to the parabolic Monge-Ampère equation

∂

∂t
φλ = log

[(
ωλt + ddcφλt

)n
µ

]
φλ0 =

(
1 − λ

M

)
φ1
0 + λ

Mφ
2
0

(4.4.10)

and φλ futhermore depends smoothly on λ. We also note that supX |φλt | is uni-
formly under control for t ∈ [0, T ] and λ ∈ [0,M ], thanks to Lemma 4.4.1. Setting
ω′λ
t := ωλt + ddcφλt we have(

∂

∂t
− ∆λ

t

)(
∂

∂λ
φλt

)
= M−1tr ω′λ

t

(
ω′
t − ωt

)
≤ tr ω′λ

t
(ω) (4.4.11)

where ∆λ
t denotes the Laplacian with respect to ω′λ

t and the right-hand inequality
follows from the definition of M . Now introduce

Ht = e−At
(
∂

∂λ
φλt

)
−A2φλt +A2ψθ +Aψ−,

where A > 0 will be specified below. Recalling (4.4.6) we compute(
∂

∂t
− ∆λ

t

)
Ht = −AHt −A3φλt +A3ψθ +A2ψ+ −A2 log

(ω′λ
t )n

ωn

+e−At
(
∂

∂t
− ∆λ

t

)(
∂

∂λ
φλt

)
+ tr ω′λ

t

(
−A2(ωλt + ddcψθ) −Addcψ−

)
+A2n

≤ −AHt +A2n log tr ω′λ
t

(ω) + tr ω′λ
t

(
e−Atω −A2(ωλt + ddcψθ) −Addcψ−

)
+B1,

using ψθ, ψ
+ ≤ 0, the arithmetico-geometric inequality and the fact that supX |φλt |

is under control. Using the lower bound ddcψ− ≥ −Cω we get

e−Atω −A2(ωλt + ddcψθ) −Addcψ− ≤ (AC + 1)ω −A2(θ + ddcψθ) ≤ −cA2ω

for c > 0 under control and all A large enough. It follows that

tr ω′λ
t

(
e−Atω −A2(ωλt + ddcψθ) −Addcψ−

)
+A2n log tr ω′λ

t
(ω)

≤ A2
(
−ctr ω′λ

t
(ω) + n log tr ω′λ

t
(ω)
)
≤ A2B2.

We conclude that
(
∂
∂t − ∆λ

t

)
Ht ≤ −AHt+B3 with A,B3 > 0 under control. Now

H0 = M−1
(
φ2
0 − φ1

0

)
−A2φλ0 +A2ψθ +Aψ−,
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hence supX H0 ≤ M−1N + B4, and the maximum principle yields supX Ht ≤
M−1N +B5. It follows that

sup
K

∂

∂λ
φλt ≤ B6M

−1N +B7,

which integrates to
sup
K

(
φ2
t − φ1

t

)
≤ B6N +B7M,

and the result follows by symmetry. �

4.5 Proof of Theorem 4.1.10

Let (X,ω) be a compact Kähler manifold endowed with a reference Kähler form.
We assume given the following data:

• An affine path θt = θ0 + tχ, t ∈ [0, T [, of closed (1, 1)-forms such that the
cohomology class of θt is semipositive and big for t ∈ [0, T [.

• A positive measure µ of the form

µ = eψ
+−ψ−

dV

where ψ± are quasi-psh functions that are smooth on a Zariski open subset
Ω of the ample locus of [θ0] and such that e−ψ

− ∈ Lp for some p > 1.

• A function φ0 ∈ C0(X) ∩ PSH(X, θ0).

Our goal is to show the existence of a unique family φt of functions on X which
satisfy the following properties:

(i) φt is θt-plurisubharmonic and bounded, uniformly with respect to t ∈]0, T ′[
for each T ′ < T .

(ii) on Ω×]0, T [ φt is smooth and satisfies there

∂

∂t
φ = log

[
(θt + ddcφt)

n

µ

]
. (4.5.1)

(iii) φt → φ0 uniformly on compact subsets of Ω as t→ 0.

As a first remark, we may assume that there exists a semipositive and big form
θ with θt ≥ θ for t ∈ [0, T ]. Indeed, by assumption there exists u0, uT ∈ C∞(X)
such that θ0 + ddcu0 and θT + ddcuT are both semipositive and big. If we set

ut :=
(
1 − t

T

)
u0 + t

T uT

then each 0 < ε≪ 1 we then have

θt + ddcut =
(
1 − t

T

)
(θ0 + ddcu0) + t

T (θT + ddcvT ).

≥ ε
T (θ0 + ddcu0) =: θ

for t ∈ [0, T − ε]. The reduction is now achieved by replacing T with T − ε, θ0
with θ0 + ddcu0, χ with χ+ T−1ddc(uT − u0), and ψ+ with ψ+ + T−1(uT − u0).
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4.5.1 Existence

We regularize the data. By [Dem92], there exist two sequences ψ±
k ∈ C∞(X)

such that

• ψ±
k decreases pointwise to ψ±, and the convergence is in C∞(Ω);

• ddcψ±
k ≥ −Cω for some fixed C > 0.

By Richberg’s theorem we similarly get a decreasing sequence φj0 ∈ C∞(X) such

that δj := supX

∣∣∣φj0 − φ0

∣∣∣→ 0 and θ0 + ddcφj0 > −εjω with εj → 0. We then set

• θj0 := θ0 + εjω, θjt = θj0 + tχ.

• µk,l = eψ
+
k −ψ−

l ωn.

Since θjt is a Kähler form for t ∈ [0, T ] and θj0 + ddcφj0 > 0, Theorem 4.2.3 yields
a unique solution φj,k,l ∈ C∞ (X × [0, T ]) to

∂

∂t
φj,k,lt = log


(
θjt + ddcφj,k,l

)n
µk,l


φj,k,l0 = φj0

(4.5.2)

Lemma 4.5.1. The sequence (φj,k,l)j,k,l is bounded in the Fréchet space C∞ (Ω×]0, T [),
and there exists C > 0 such that supX×[0,T ]

∣∣φj,k,l∣∣ ≤ C for all j, k, l.

Proof. The C0-bound on X × [0, T ] follows from Lemma 4.4.1. By Lemma 4.4.3
and 4.4.4, for each compact set L b Ω×]0, T [ there exists a uniform constant
CL > 0 such that

sup
L

∣∣∣φj,k,l∣∣∣+ sup
L

∣∣∣∣ ∂∂tφj,k,l
∣∣∣∣+ sup

L

∣∣∣∆φj,k,l∣∣∣ ≤ CL (4.5.3)

for all j, k, l. The boundedness in C∞-topology on Ω×]0, T [ follows by the
parabolic version of the Evans-Krylov a priori estimates and parabolic boot-
strapping (see e.g. [Gill11]). �

Lemma 4.5.2. For each j fixed the sequence φj,k,l is increasing (resp. decreasing)
with respect to k (resp. l). For each K b Ω there exists AK > 0 such that

sup
K×[0,T ]

∣∣∣φi,k,l − φj,k,l
∣∣∣ ≤ AK (δi + δj + εi + εj) (4.5.4)

for all i, j, k, l.
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Proof. The monotonicity with respect to k and l follows immediately from Propo-
sition 4.2.1, while the last assertion is a consequence of Lemma 4.4.5. �

Using Lemma 4.5.1 and 4.5.2 we get the existence of

φj,k = lim
l→∞

φj,k,l, φj = lim
k→∞

φj,k

in C∞ (Ω×]0, T [) by monotonicity. By Lemma 4.5.2 the sequence φj is Cauchy
with respect to the sup-norm, hence the existence of

φ = lim
j→∞

φj

in C∞(Ω×]0, T [) using again Lemma 4.5.1. By (4.5.2), φ satisfies

∂

∂t
φ = log

[
(θt + ddcφt)

n

µ

]
on Ω×]0, T [. Lemma 4.5.2 also shows that φ is bounded on Ω × [0, T ] and yields
for each K b Ω a constant AK > 0 such that

sup
K×]0,T ]

∣∣∣φj,k,l − φ
∣∣∣ ≤ AK(δj + εj)

for all j, k, l. Since for each j, k, l fixed we have limt→0 φ
j,k,l
t = φj0 it follows that

φt → φ0 uniformly on compact subsets of Ω, so that φ satisfies (4.5.1).

4.5.2 Uniqueness

Let φ′ ∈ C∞(Ω×]0, T [) be another solution to (i), (ii) and (iii) above. Our
goal is to prove φ′ = φ by the maximum principle. Fix ψ ∈ C∞(Ω) such that
θ + ddcψ ≥ 0, ψ ≤ 0 and ψ → −∞ near ∂Ω. We also fix 0 < c≪ 1 with cθ ≤ ω,
so that ω + c ddcψ ≥ 0.

Let us first prove φ ≥ φ′. For a given index j set Ht := φjt − φ′
t − cεjψ. On

Ω×]0, T ] we have

∂

∂t
H = log

(θt + ddcφ′
t + ddcHt + εj(ω + c ddcψ))n

(θt + ddcφ′
t)
n

≥ log
(θt + ddcφ′

t + ddcHt)
n

(θt + ddcφ′
t)
n

hence infΩHs ≥ infΩHt for s ≥ t > 0 by Proposition 4.2.1. Since φjt and φ′
t

are bounded on Ω independently of t and ψ → −∞ at ∂Ω, there exists Kj b Ω
independent of t ∈]0, T [ such that infΩHt = infKj Ht. Using the boundary

conditions limt→0 φ
j
t = φj0 and limt→0 φ

′
t = φ0 uniformly on compact sets of Ω,

it follows that
lim
t→0

inf
Kj

Ht = inf
Kj

(
φj0 − φ0 − cεjψ

)
≥ 0
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since φj0 ≥ φ0 and ψ ≤ 0. We have thus shown that φj ≥ φ′ + cεjψ on Ω×]0, T [,
hence φ ≥ φ′ by letting j → ∞.

In order to prove the converse inequality, we need to introduce yet another
parameter in the construction of φ, in order to allow more flexibility. Fix T ′ < T
and choose 0 < δ0 ≪ 1 such that T ′ ≤ (1 − δ0)T . For δ ∈ [0, δ0] and t ∈ [0, T ′]

set θδt := (1 − δ)θ0 + tχ and θδ,jt := θδt + εjω, and note that

θδ,jt ≥ (1 − δ0)θ.

Since

(1 − δ)θ0 + εjω + (1 − δ)ddcφj0 > 0,

Theorem 4.2.3 yields a unique solution φδ,j,k,l ∈ C∞(X × [0, T ′]) to
∂

∂t
φδ,j,k,lt = log


(
θδ,jt + ddcφδ,j,k,l

)n
µk,l


φδ,j,k,l0 = (1 − δ)φj0

(4.5.5)

Just as in Lemma 4.5.1 and 4.5.2, φj,k,l is monotonic with respect to k and
l, uniformly bounded on X × [0, T ′], the sequence (φj,k,l)j,k,l is bounded in
C∞ (Ω×]0, T ′]), and for each K b Ω we have an estimate

sup
K×[0,T ′]

∣∣∣φδ,i,k,l − φδ,j,k,l
∣∣∣ ≤ AK(εi + εj + δi + δj)

independent of δ ∈ [0, δ0], i, j, k and l. We may thus consider

φδ,j,k = lim
l→∞

φδ,j,k,l, φδ,j = lim
k→∞

φδ,j,k, φδ = lim
j
φδ,j

in C∞ (Ω×]0, T [).

Since

sup
X

∣∣∣φj,k,l0 − φδ,j,k,l0

∣∣∣ = δ sup
X

∣∣∣φj0∣∣∣
and ∥θj0 − θδ,j0 ∥ = δ∥θ∥ are uniformly bounded, Lemma 4.4.5 shows that

sup
K×[0,T ′]

∣∣∣φδ,j,k,l − φj,k,l
∣∣∣ ≤ CKδ

for each K b Ω, with CK > 0 independent of δ, j, k, l, and hence

sup
K

∣∣∣φδ − φ
∣∣∣ ≤ CKδ (4.5.6)

for all δ ∈ [0, δ0].
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Now we introduce for a given δ ∈]0, δ0] Ht := φ′
t − φδt − δψ ∈ C∞(Ω×]0, T ′[).

We have
∂

∂t
H = log

(
θδt + ddcφδt + δ(θ0 + ddcψ) + ddcHt

)n(
θδt + ddcφδt

)n
≥ log

(
θδt + ddcφδt + ddcHt

)n(
θδt + ddcφδt

)n
hence infΩHs ≥ infΩHt for s ≥ t > 0 by Proposition 4.2.1. Since φδ and φ are
bounded, there exists Kδ b Ω such that infΩHt = infKδ

(φ′
t − φδt − δψ), hence

limt→0 infΩHt = infKδ
(−δφ0 − δψ) ≥ −δ supX |φ0|. We have thus shown that

φ′ ≥ φδ + δψ − δ supX |φ0| on Ω×]0, T ′], and we obtain φ′ ≥ φ on Ω by letting
δ → 0 thanks to (4.5.6).

Remark 4.5.3. Since φ̇t is uniformly bounded for t in a compact set of ]0, T [,
[EGZ11] implies that φt ∈ C0(X) for each t ∈]0, T [ and supX |φt − φs| ≤ C|t −
s| for t, s in a compact set of ]0, T [. It follows that φ ∈ C0(X×]0, T [). Is it
continuous on the whole X × [0, T [ ?
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Chapter 5

The Kähler-Ricci flow on Fano
manifolds: an introduction

Huai-Dong Cao1

Introduction

In this lecture notes, we aim at giving an introduction to the Kähler-Ricci flow
(KRF) on Fano manifolds, i.e., compact Kähler manifolds with positive first
Chern class. It will cover mostly some of the developments of the KRF in its first
twenty years (1984-2003), especially an essentially self-contained exposition of
Perelman’s uniform estimates on the scalar curvature, the diameter, and the Ricci
potential function (in C1-norm) for the normalized Kähler-Ricci flow (NKRF),
including the monotonicity of Perelman’s µ-entropy and κ-noncollapsing theo-
rems for the Ricci flow on compact manifolds. Except in the last section where
we shall briefly discuss the formation of singularities of the KRF in Fano case,
much of the recent progress since Perelman’s uniform estimates are not touched
here, especially those by Phong-Sturm [PS06] and Phong-Song-Sturm-Weinkove
[PSSW09, PSSW08b, PSSW11] (see also [Pal08, CZ09, Sz10, Tos10a, MSz09,
Zha11] etc.) tying the convergence of the NKRF to a notion of GIT stability for
the diffeomorphism group, in the spirit of the conjecture of Yau [Yau93] (see also
[Tian97, Don02]). We hope to discuss these developments, as well as many works
related to Kähler Ricci solitons, on another occasion. We also refer the readers
to the recent lecture notes by J. Song and B. Weinkove [SW] in the same volume
for some of the other significant developments in KRF.

In spring 1982, Yau invited Richard Hamilton to give a talk at the Institute for
Advanced Study (IAS) on his newly completed seminar work “Three-manifolds
with positive Ricci curvature” [Ham82]. Shortly after, Yau asked me, Ben Chow
and Ngaiming Mok to present Hamilton’s work on the Ricci flow in details at

1Department of Mathematics, Lehigh University, Bethlehem, PA 18015, USA. Partially sup-
ported by NSF grant DMS-0909581.
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Yau’s IAS geometry seminar. At the time, Ben Chow and I were first year
graduate students, and Mok was an instructor at Princeton University. There
was another fellow first year graduate student, S. Bando, working with Yau. It
was clear to us that Yau was very excited about Hamilton’s work and saw its
great potential. He encouraged us to study and pursue Hamilton’s Ricci flow.

Besides attending courses at Princeton and Yau’s lecture series in geometric
analysis at IAS, I spent most of 1982 preparing for Princeton’s General Exam-
ination, a three-hour oral exam covering two basic subjects (Real & Complex
Analysis and Algebra) plus two additional advanced topics. But I also contin-
ued to study Hamilton’s paper. After I passed the General Exam in January
1983, I went to see Yau and asked for his suggestion for a thesis problem. Yau
immediately gave me the problem to study the Ricc flow on Kähler manifolds,
especially the long time existence and convergence on Fano manifolds. I have
to admit that at the time I hardly knew any complex geometry (but I did not
dare to tell Yau so!). In the following months, I spent a lot of time reading and
trying to understand Yau’s seminal paper on the Calabi conjecture [Yau78], and
also Calabi’s paper on extremal Kähler metrics [Cal82] suggested by Yau. In the
mean time, it happened that Yau invited Calabi to visit IAS in spring 1983 and
I benefited a great deal from Calabi’s lecture series on “Vanishing theorems in
Kähler geometry” at IAS that spring.

By spring 1984 I had managed to prove the long time existence of the canonical
Kähler-Ricci flow by adopting Yau’s celebrated a priori estimates for the Calabi
conjecture to the parabolic case, as well as the convergence to Kähler-Einstein
metrics when the first Chern class is either negative or zero, but little progress
toward the convergence when first Chern class is positive. Without fully aware of
the significance and the difficulties of the problem in the Fano case, I felt kind of
embarrassed that I did not meet my adviser’s expectation. But to my relief, Yau
seemed quite pleased and encouraged me to write up the work. That resulted
my 1985 paper [Cao85]. In Fall of 1984, several of Yau’s Princeton graduate
students, including me and B. Chow, followed him to San Diego where both
Richard Hamilton and Rick Schoen also arrived. By then Bando [Bando84] had
used the short time property of the flow to classify three-dimensional compact
Kähler manifolds of nonnegative bisectional curvature [Bando84] and graduated
from Princeton. Shortly after our arrival in San Diego, following Hamilton’s
work in [Ham86], Ben Chow and I also used the short time property of the flow
to classify compact Kähler manifolds with nonnegative curvature operator in all
dimensions [CaoChow86]. In 1988, Mok’s work [Mok88] was published in which
he was able to show (in 1986) nonnegative bisectional curvature is preserved in all
dimensions. By combining the short time property of the flow and the existence
of special rational curves by Mori [Mori79], Mok proved the generalized Frankel
conjecture in its full generality (see also a recent new proof by H. Gu [Gu09]).
This is a brief history of the KRF in its early years.

Late 1980s and 1990s saw great advances in the Ricci flow by Hamilton
[Ham88, Ham93a, Ham93b, Ham95b, Ham95a, Ham97, Ham99] which laid the
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foundation for his program to use the Ricic flow to attack the Poincaré and ge-
ometrization conjectures. In particular, the works of Hamilton [Ham88] and Ben
Chow [Chow91] imply that every metric on a compact Riemann surface can be
deformed to a metric of constant curvature under the Ricci flow. During the same
period, there were several developments in the KRF, including the constructions
of U(n)-invariant Kähler-Ricci soliton examples by Koiso [Koiso90] and the au-
thor [Cao94]2; the Li-Yau-Hamilton inequalities and the Harnack inequality for
the KRF [Cao92, Cao97]; the important work of W.-X. Shi [Shi90, Shi97], another
former student of Yau, using the noncompact KRF to approach Yau’s conjecture
that a complete noncompact Kähler manifold with positive bisectional curvature
is biholomorphic to the complex Euclidean space Cn (see [ChauT08] for a recent
survey on the subject), etc. In addition, in 1991 at Columbia University, I ob-
served that Mabuchi’s K-energy [Mab86] and the functional defined in Ding-Tian
[DT92] are monotone decreasing under the KRF [Cao91]. The fact that the K-
energy is monotone under the KRF turned out to be quite useful, and was first
applied in the work of Chen-Tian [CheT02] ten years later.

In November 2002 and spring 2003, Perelman [Per02, Per03q, Per03b] made
astounding breakthroughs in the Ricci flow. In April 2003, in a private lecture
at MIT, Perelman presented in detail his uniform scalar curvature and diameter
estimates for the NKRF based on the monotonicity of his W-functional and µ-
entropy, and the powerful ideas in his κ-noncollapsing results. We remark that
prior to Perelman’s lecture at MIT, such uniform estimates had appeared only
in the special case when NKRF has positive bisectional curvature, in the work
of Chen and Tian [CheT02] for the Kähler surface case (see also [CheT06] for
the higher dimensional case) assuming in addition the existence of K-E metrics;
and also in the work of B.-L Chen, X.-P. Zhu and the author [CCZ03] in all
dimensions and without assuming the existence of K-E metrics.

From Hamilton and Perelman’s works to the recent proof of the 1/4-pinching
differentiable sphere theorem by Brendle-Schoen [BS09], we have seen spectac-
ular applications of the Ricci flow and its sheer power of flowing to canonical
metrics/structures without a priori knowing their existence. Let us hope to see
similar phenomena happen to the KRF.

Acknowledgements. This article is based on a mini-course on KRF delivered
at University of Toulouse III (February, 2010), a talk at Columbia University’s
Geometry and Analysis Seminar in Fall 2005 on Perelman’s uniform estimates for
NKRF, and several conference talks, including “Einstein Manifolds and Beyond”
at CIRM (Marseille - Luminy, fall 2007), the “Program on Extremal Kähler
Metrics and Kähler-Ricci Flow” at the De Giorgi Center (Pisa, spring 2008), and
“Analytic Aspects of Algebraic and Complex Geometry” at CIRM (Marseille
- Luminy, spring 2011). I would like to thank Sébastien Boucksom, Philippe
Eyssidieux, Vincent Guedj, and Ahmed Zeriahi for inviting me to give the mini-
course in Toulouse and Marseille, and especially Vincent Guedj for inviting me to

2My work was carried out at Columbia University in early 1990s.
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write up the notes for a special volume. I would also like to take this opportunity
to express my deep gratitude to Professors E. Calabi, R. Hamilton and S.-T. Yau
for teaching me the Kähler geometry, the Ricci flow, and geometric analysis over
the years.

5.1 Preliminaries

In this section, we fix our notations and recall some basic facts and formulas in
Kähler Geometry.

5.1.1 Kähler metrics and Kähler forms

Let (Xn, g) be a compact Kähler manifold of complex dimension n with the
Kähler metric g. In local holomorphic coordinates (z1, · · · , zn), denote its Kähler
form by

ω =

√
−1

2

∑
i,j

gij̄dz
i ∧ dz̄j . (1.1)

By definition, g is Kähler means that its Kähler form ω is a closed real (1,1) form,
or equivalently,

∂kgij̄ = ∂igkj̄ and ∂k̄gij̄ = ∂j̄gik̄ (1.2)

for all i, j, k = 1, · · ·n. Here ∂k = ∂/∂zk and ∂k̄ = ∂/∂z̄k.

The cohomology class [ω] represented by ω in H2(X,R) is called the Kähler
class of the metric gij̄ . By the Hodge theory, two Kähler metrics gij̄ and g̃ij̄
belong to the same Kähler class if and only if gij̄ = g̃ij̄ + ∂i∂j̄φ, or equivalently,

ω = ω̃ +

√
−1

2π
∂∂φ (1.3)

for some real valued smooth function φ on X.

The volume of (X, g) is given by

Vol(X, g) =

∫
X
ω[n], (1.4)

where we have followed the convention of Calabi [Cal82] to denote ω[n] = ωn/n!
so that the volume form is given by

dV = det(gij̄) ∧ni=1 (

√
−1

2
dzi ∧ dz̄i) = ω[n]. (1.5)

Clearly, by Stokes’ theorem, if g and g̃ are in the same Kähler class then we have

Vol(X, g) = Vol(X, g̃).
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5.1.2 Curvatures and the first Chern class

The Christoffel symbols of the metric gij̄ are given by

Γkij = gkℓ̄∂igjℓ̄ and Γk̄īj̄ = gℓk̄∂īgℓj̄ , (1.6)

where (gij̄) = ((gij̄)
−1)T . It is a basic fact in Kähler geometry that, for each point

x0 ∈ Xn, there exists a system of holomorphic normal coordinates (z1, · · · , zn)
at x0 such that

gij̄(x0) = δij̄ and ∂kgij̄(x0) = 0, ∀i, j, k = 1, · · ·n. (1.7)

The curvature tensor of the metric gij̄ is defined as R j

i kℓ̄
= −∂ℓ̄Γ

j
ik, or by

lowering j to the second index,

Rij̄kℓ̄ = gpj̄R
p

i kℓ̄
= −∂k∂ℓ̄gij̄ + gpq̄∂kgiq̄∂ℓ̄gpj̄ . (1.8)

From (1.2) and (1.8), we immediately see that Rij̄kℓ̄ is symmetric in i and k, in
j̄ and ℓ̄, and in the pairs {ij̄} and {kℓ̄}.

We say that (Xn, g) has positive (holomorphic) bisectional curvature, or pos-
itive holomorphic sectional curvature, if

Rij̄kℓ̄v
ivj̄wkwℓ̄ > 0, or Rij̄kℓ̄v

ivj̄vkvℓ̄ > 0

respectively, for all nonzero vectors v and w in the holomorphic tangent bundle
TxX of X at x for all x ∈ X.

The Ricci tensor of the metric gij̄ is obtained by taking the trace of Rij̄kℓ̄:

Rij̄ = gkℓ̄Rij̄kℓ̄ = −∂i∂j̄ log det(g). (1.9)

From (1.9), it is clear that the Ricci form

Ric =

√
−1

2

∑
i,j

Rij̄dz
i ∧ dz̄j (1.10)

is real and closed. It is well known that the first Chern class c1(X) ∈ H2(X,Z)
of X is represented by the Ricci form:

[Ric] = πc1(X). (1.11)

Finally, the scalar curvature of the metric gij̄ is

R = gij̄Rij̄ . (1.12)

Hence, the total scalar curvature∫
X
RdV =

∫
X
Ric ∧ ω[n−1], (1.13)

depends only on the Kähler class of ω and the first Chern class c1(X).
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5.1.3 Covariant derivatives

Given any smooth function f , we denote by

∇if = ∂if, ∇īf = ∂īf.

For any (1,0)-form vi, its covariant derivatives are defined as

∇jvi = ∂jvi − Γkijvk and ∇j̄vi = ∂j̄vi. (1.14)

Similarly, for covariant 2-tensors, we have

∇kvij̄ = ∂kvij̄ − Γpikvpj̄ , ∇k̄vij̄ = ∂k̄vij̄ − Γp̄
j̄k̄
vip̄,

∇kvij = ∂kvij − Γpikvpj − Γpjkvip, and ∇k̄ vij = ∂k̄vij .

Now, in the Kähler case, the second Bianchi identity in Riemannian geometry
translates into the relations

∇pRij̄kℓ̄ = ∇kRij̄pℓ̄ and ∇p̄Rij̄kℓ̄ = ∇ℓ̄Rij̄kp̄. (1.15)

Covariant differentiations of the same type can be commuted freely, e.g.,

∇k∇jvi = ∇j∇kvi, ∇k̄∇j̄vi = ∇j̄∇k̄vi, (1.16)

etc. But we shall need the following formulas when commuting covariant deriva-
tives of different types:

∇k∇j̄vi −∇j̄∇kvi = −Rij̄kℓ̄vℓ, (1.17)

∇k∇ℓ̄vij̄ −∇ℓ̄∇kvij̄ = −Rip̄kℓ̄vpj̄ +Rpj̄kℓ̄vip̄, (1.18)

etc.

We define

|∇f |2 = gij̄∂if∂j̄f, (1.19)

|Rc|2 = giℓ̄gkj̄Rij̄Rkℓ̄, (1.20)

and

|Rm|2 = giq̄gpj̄gks̄grℓ̄Rij̄kℓ̄Rpq̄rs̄. (1.21)

The norm square |S|2 of any other type of covariant tensor S is defined similarly.

Finally, the Laplace operator on a tensor S is, in normal coordinates, defined
as

∆S =
1

2

∑
k

(∇k∇k̄ + ∇k̄∇k)S. (1.22)
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5.1.4 Kähler-Einstein metrics and Kähler-Ricci solitons

It is well known that a Kähler metric gij̄ is Kähler-Einstein if

Rij̄ = λgij̄

for some real number λ ∈ R. Kähler-Ricci solitons are extensions of K-E metrics:
a Kähler metric gij̄ is called a gradient Kähler-Ricci (K-R) soliton if there exists
a real-valued smooth function f on X such that

Rij̄ = λgij̄ + ∂i∂j̄f and ∇i∇jf = 0. (1.23)

It is called shrinking if λ > 0, steady if λ = 0, and expanding if λ < 0. The
function f is called a potential function.

Note that the second equation in (1.23) is equivalent to saying the gradient
vector field

∇f = (gij̄∂j̄f)
∂

∂zi

is holomorphic. By scaling, we can normalize λ = 1, 0,−1 in (1.23). The concept
of Ricci soliton was introduced by Hamilton [Ham88] in mid 1980s. It has since
played a significant role in Hamilton’s Ricci flow as Ricci solitons often arise as
singularity models (see, e.g., [Cao10] for a survey). Note that when f is a constant
function, K-R solitons are simply K-E metrics.

Clearly, if Xn admits a K-E metric or K-R soliton g then the first Chern class
is necessarily definite, as

πc1(X) = λ[ωg].

When c1(X) = 0 it follows from Yau’s solution to the Calabi conjecture that in
each Kähler class there exists a unique Calabi-Yau metric (i.e., Ricci-flat Kähler
metric) g in that class. Moreover, when c1(X) < 0, Aubin [Aub78] and Yau
[Yau78] proved independently that there exists a unique Kähler-Einstein metric
in the class −πc1(X).

However, in the Fano case (i.e., c1(X) > 0), it is well known that there exist
obstructions to the existence of a K-E metric g in the class of ω ∈ πc1(X) with
Rij̄ = gij̄ . One of the obstructions is the Futaki invariant defined as follows: take
any Kähler metric g with ω ∈ πc1(X). Then its Kähler class [ω] agrees with its
Ricci class [Ric]. Hence, by the Hodge theory, there exists a real-valued smooth
function f , called the Ricci potential of the metric g, such that

Rij̄ = gij̄ − ∂i∂j̄f. (1.24)

In [Fut83], Futaki proved that the functional F : η(X) → C defined by

F (V ) =

∫
X
∇Vf ω[n] =

∫
X

(V · ∇f)ω[n] (1.25)

on the space η(X) of holomorphic vector fields depends only on the class πc1(X),
but not the metric g. In particular, if a Fano manifold Xn admits a positive K-E
metric, then the Futaki invariant F defined above must be zero.
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On the other hand, it turns out that compact stead and expanding K-R
soliotns are necessarily K-E (cf.). If g is a shrinking K-R soliton satisfying

Rij̄ = gij̄ − ∂i∂j̄f and ∇i∇jf = 0 (1.26)

with non-constant function f then, taking V = ∇f , we have

F (∇f) =

∫
X
|∇f |2ω[n] ̸= 0. (1.27)

The existence of compact (shrinking) K-R solitons were shown independently
by Koiso [Koiso90] and the author [Cao94], and later by X. Wang and X. Zhu
[WZ04]. The noncompact example was first found by Feldman-Ilmanen-Knopf
[FIK03], see also A. Dancer-Wang [DW11] and Futaki-Wang [FutW11] for further
examples.

We remark that Bando and Mabuchi [BM87] proved that positive K-E metrics
are unique in the sense that any two positive K-E metrics on Xn only differ by an
automorphism of Xn. Moreover, Tian and Zhu [TZ02] extended the definition of
the Futaki invariant by introducing a corresponding obstruction to the existence
of (shrinking) K-R solitons on Fano manifolds. They also proved the Bando-
Mabuchi type uniqueness result for K-R solitons [TZ00].

5.2 The (normalized) Kähler-Ricci flow

In this section we introduce the Kähler-Ricci flow (KRF) and the normalized
Kähler-Ricci flow (NKRF) on Fano manifolds, i.e., compact Kähler manifolds
with positive first Chern class. We state the basic long time existence of solutions
to the NKRF proved by the author in [Cao85], derive the evolution equations
of various curvature tensors, and present Mok’s result on preserving the non-
negativity of the holomorphic bisectional curvature under the KRF.

5.2.1 Kähler-Ricci flow and normalized Kähler-Ricci flow

On any given Kähler manifold (Xn, g̃ij̄), the Kähler-Ricci flow deforms the initial
metric g̃ by the equation

∂

∂t
gij̄(t) = −Rij̄(t), g(0) = g̃, (2.1)

or equivalently, in terms of the Kähler forms, by

∂

∂t
ω(t) = −Ric(ω(t)), ω(0) = ω0. (2.1′)

Note that, by (2.1’), the Kähler class [ω(t)] of the evolving metric gij̄(t) sat-
isfies the ODE

d

dt
[ω(t)] = −πc1(X),
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from which it follows that

[ω(t)] = [ω0] − tπc1(X). (2.2)

Proposition 5.2.1. Given any initial Kähler metric g̃ on a compact Kähler
manifold Xn, KRF (2.1) admits a unique solution g(t) for a short time.

Proof. We consider the nonlinear, strictly parabolic, scalar equation of Monge-
Amperé type

d

dt
φ = log

det(g̃ij̄ − tR̃ij̄ + ∂i∂j̄φ)

det(g̃ij̄)
, φ(0) = 0

as in [Bando84]. Then, this parabolic equation admits a unique solution φ for a
short time, and it is easy to verify that

gij̄(t) =: g̃ij̄ − tR̃ij̄ + ∂i∂j̄φ

gives rise to a short time solution to KRF (2.1) for small t > 0. This proves
the existence. For the uniqueness, suppose hij̄ is another solution to KRF (2.1).
Then, by (2.2), we have

hij̄ = g̃ij̄ − tR̃ij̄ + ∂i∂j̄ψ

for some real-valued function ψ. But then we must have

∂i∂j̄(
d

dt
ψ) = −Rij̄ + R̃ij̄ .

Hence, by (1.9) and by adjusting with an additive function in t only, we have

d

dt
ψ = log

det(g̃ij̄ − tR̃ij̄ + ∂i∂j̄ψ)

det(g̃ij̄)
.

Note that hij̄(0) = g̃ij forces ψ(0) to be a constant function. Therefore φ and ψ
differ by a function in t only which in turn implies that g = h.

Alternatively, by the work of Hamilton [Ham82] (see also De Turck [Det83]),
there exists a unique solution g(t) to (2.1), regarded as the Ricci flow for Rieman-
nian metric, for a short time with g̃ as the initial metric. Moreover, Hamilton
[Ham95a] observed that the holonomy group does not change under the Ricci
flow for a short time. Thus, the solution g(t) we obtained remains Kähler for
t > 0. �

Lemma 5.2.2. Under the Kähler-Ricci flow (2.1), the volume of (X, gij̄(t))
changes by

d

dt
Vol(X, g(t)) = −

∫
X
R(t) ω[n](t).
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Proof. Under KRF (2.1), we have

∂

∂t
ω[n] = (

∂

∂t
log det(gij̄))ω

[n]

and
∂

∂t
log det(gij̄) = gij̄

∂

∂t
gij̄ = −gij̄Rij̄ = −R.

Therefore, the volume element dV = ω[n] changes by

∂

∂t
ω[n] = −Rω[n]. (2.3)

�

From now on, we consider a Fano manifold (Xn, g̃ij̄) such that

[ω0] = [ω̃] = πc1(X), (2.4)

and we deform the initial metric g̃ by the KRF (2.1).

To keep the volume unchanged, we consider the normalized Kähler-Ricci flow

∂

∂t
gij̄ = −Rij̄ + gij̄ , g(0) = g̃ (2.5)

or equivalently
∂

∂t
ω = −Ric(ω) + ω, ω(0) = ω0. (2.5′)

From the proof of Lemma 5.2.2, it is easy to see that the following holds (in
fact, under NKRF (2.5) the solution g(t) has the same Kähler class):

Lemma 5.2.3. Under the normalized Kähler-Ricci flow (2.5), we have

∂

∂t
(dV ) = (n−R)dV.

By (2.2) and (2.4), it follows that

[ω(t)] = π(1 − t)c1(X),

showing that [ω(t)] shrinks homothetically and would become degenerate at t = 1.
This suggests that if [0, T ) is the maximal existence time interval of solution ĝ(t)
to KRF (2.1), then T cannot exceed 1. We shall see that the NKRF (2.5) has
solution g(t) exists for all time 0 ≤ t < ∞, which in turn implies that T = 1 for
KRF (2.1).

By direct calculations, one can easily verify the following relations between
the solutions to KRF (2.1) and NKRF (2.5).
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Lemma 5.2.4. Let ĝij̄(s), 0 ≤ s < 1, and gij̄(t), 0 ≤ t < ∞, be solutions to the
KRF (2.1) and the NKRF (2.5) respectively. Then, ĝij̄(s) and gij̄(t) are related
by

ĝij̄(s) = (1 − s)gij̄(t(s)), t = − log(1 − s)

and
gij̄(t) = etĝij̄(s(t)), s = 1 − e−t.

Corollary 5.2.5. Let ĝij̄(s) and gij̄(t) be as in Lemma 5.2.4. Then, their scalar
curvatures and the norm square of their curvature tensors are related respectively
by

(1 − s)R̂(s) = R(t(s)),

and
(1 − s)|R̂m|ĝ(s) = |Rm|g(t(s)).

5.2.2 The long time existence of the NKRF

First of all, it is well known that the NKRF (2.5) is equivalent to a parabolic
scalar equation of complex Monge-Ampère type on the Kähler potential. For any
given initial metric g0 = g̃ satisfying (2.4), consider

gij̄(t) = g̃ij̄ + ∂i∂j̄φ, (2.6)

where φ = φ(t) is a time-dependent, real-valued, smooth unknown function on
X. Then,

∂

∂t
gij̄ = ∂i∂j̄φt

and

−Rij̄ + gij̄ = −Rij̄ + g̃ij̄ + ∂i∂j̄φ = −Rij̄ + R̃ij̄ + ∂i∂j̄(f̃ + φ)

= ∂i∂j̄ log
ωn

ω̃n
+ ∂i∂j̄(f̃ + φ).

Here f̃ is the Ricci potential of g̃ij̄ as defined in (1.24). Thus, the NKRF (2.5)
reduces to

∂i∂j̄φt = ∂i∂j̄ log
ωn

ω̃n
+ ∂i∂j̄(f̃ + φ),

or equivalently,

d

dt
φ = log

det(g̃ij̄ + ∂i∂j̄φ)

det(g̃ij̄)
+ f̃ + φ+ b(t) (2.7)

for some function b(t) of t only.
Note that (2.7) is strictly parabolic, so standard PDE theory implies its short

time existence (cf. [Baker10]). Clearly, we have
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Lemma 5.2.6. If φ solves the parabolic scalar equation (2.7), then gij̄(t), as
defined in (2.6), is a solution to the NKRF (2.5).

Now we can state the following long time existence result shown by the author
[Cao85], based on the parabolic version of Yau’s a priori estimates in [Yau78].
We refer the readers to [Cao85], or the lecture notes by Song and Weinkove [SW]
in this volume, for a proof.

Theorem 5.2.7 ([Cao85]). The solution φ(t) to (2.7) exists for all time 0 ≤ t <
∞. Consequently, the solution gij̄(t) to the normalized Kähler-Ricci flow (2.5)
exists for all time 0 ≤ t <∞.

5.2.3 Preserving positivity of the bisectional curvature

To derive the curvature evolution equations for both KRF and NKRF, we consider

∂

∂t
gij̄ = −Rij̄ + λgij̄ . (2.8)

Lemma 5.2.8. Under (2.8), we have

∂

∂t
Rij̄ = ∆Rij̄ +Rij̄kℓ̄Rℓk̄ −Rik̄Rkj̄ , (2.9)

and
∂

∂t
R = ∆R+ |Rc|2 − λR. (2.10)

Proof. First of all, from (1.9), we get

∂

∂t
Rij̄ = −∇i∇j̄(g

kℓ̄ ∂

∂t
gkℓ̄) = ∇i∇j̄R. (2.11)

On the other hand, by using the commuting formulas (1.16)-(1.18) for covariant
differentiations, we have

∇k∇k̄Rij̄ = ∇k∇j̄Rik̄ = ∇j̄∇kRik̄ −Rkj̄iℓ̄Rℓk̄ +Rkj̄ℓk̄Riℓ̄

= ∇j̄∇iR−Rij̄kℓ̄Rℓk̄ +Riℓ̄Rlj̄ ,

and
∇k∇k̄Rij̄ = ∇k̄∇kRij̄ .

Hence,

∆Rij̄ =
1

2
(∇k∇k̄ + ∇k̄∇k)Rij̄ = ∇i∇j̄R−Rij̄kℓ̄Rℓk̄ +Riℓ̄Rlj̄ . (2.12)

Therefore, (2.9) follows from (2.11) and (2.12)
Next, using the evolution equation of Rij̄ , we have

∂

∂t
R =

∂

∂t
(gij̄Rij̄) = gij̄(∆Rij̄ +Rij̄kℓ̄Rℓk̄ −Rik̄Rkj̄) +Rij̄(Rjī − λgjī)

= ∆R+ |Rc|2 − λR.

�
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Lemma 5.2.9. Under (2.8), we have

∂

∂t
Rij̄kℓ̄ =∆Rij̄kℓ̄ +Rij̄pq̄Rqp̄kℓ̄ +Riℓ̄pq̄Rqp̄kj̄ −Rip̄kq̄Rpj̄qℓ̄ + λRij̄kℓ̄

− 1

2
(Rip̄Rpj̄kℓ̄ +Rpj̄Rip̄kℓ̄ +Rkp̄Rij̄pℓ̄ +Rpℓ̄Rij̄kp̄).

Proof. From (1.8) and by using normal coordinates, we have

∂

∂t
Rij̄kℓ̄ = ∂k∂ℓ̄Rij̄ + λRij̄kℓ̄ = ∂k(∇ℓ̄Rij̄ + Γp̄

j̄ℓ̄
Rip̄) + λRij̄kℓ̄

= ∇k∇ℓ̄Rij̄ −Rip̄Rpj̄kℓ̄ + λRij̄kℓ̄.

On the other hand, by (1.15) and covariant differentiation commuting formu-
las (1.16)-(1.18), we obtain

∇p̄∇pRij̄kℓ̄ = ∇k∇l̄Rij̄ −Rij̄pq̄Rqp̄kℓ̄ +Rip̄kq̄Rpj̄qℓ̄ −Riℓ̄pq̄Rqp̄kj̄ +Rij̄pℓ̄Rkp̄,

and

∇p∇p̄Rij̄kℓ̄ = ∇p̄∇pRij̄kℓ̄ −Riq̄Rqj̄kℓ̄ +Rqj̄Riq̄kℓ̄ −Rkq̄Rij̄qℓ̄ +Rqℓ̄Rij̄kq̄.

Hence,

∆Rij̄kℓ̄ =
1

2
(∇p∇p̄ + ∇p̄∇p)Rij̄kℓ̄

= ∇k∇l̄Rij̄ −Rij̄pq̄Rqp̄kℓ̄ +Rip̄kq̄Rpj̄qℓ̄ −Riℓ̄pq̄Rqp̄kj̄

+
1

2
(−Rip̄Rpj̄kℓ̄ +Rpj̄Rip̄kℓ̄ +Rkp̄Rij̄pℓ̄ +Rpℓ̄Rij̄kp̄),

and Lemma 5.2.9 follows. �

Remark 5.2.10. Clearly, the Ricci evolution equation (2.9) is also a consequence
of Lemma 5.2.9, but the proof in Lemma 5.2.8 is more direct and easier.

The Ricci flow in general seems to prefer positive curvatures: positive Ricci
curvature is preserved in three-dimension [Ham82]; positive scalar curvature, pos-
itive curvature operator [Ham86] and positive isotropic curvature [BS09, Ng07]
are preserved in all dimensions. Here we present a proof of Mok’s theorem that
positive bisectional curvature is preserved under KRF.

Theorem 5.2.11. [[Mok88]] Let (Xn, g̃) be a compact Kähler manifold of non-
negative holomorphic bisectional curvature, and let gij̄(t) be a solution to the
KRF (2.1) or NKRF (2.5) on Xn × [0, T ). Then, for t > 0, gij̄(t) also has
nonnegative holomorphic bisectional curvature. Furthermore, if the holomorphic
bisectional curvature is positive at one point at t = 0, then gij̄(t) has positive
holomorphic bisectional curvature at all points for t > 0.
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Proof. Let us denote by

Fij̄kℓ̄ =:Rij̄pq̄Rqp̄kℓ̄ −Rip̄kq̄Rpj̄qℓ̄ +Riℓ̄pq̄Rqp̄kj̄ + λRij̄kℓ̄

− 1

2
(Rip̄Rpj̄kℓ̄ +Rpj̄Rip̄kℓ̄ +Rkp̄Rij̄pℓ̄ +Rpℓ̄Rij̄kp̄)

so that by Lemma 5.2.9

∂

∂t
Rij̄kℓ̄ = ∆Rij̄kℓ̄ + Fij̄kℓ̄.

By a version of Hamilton’s strong tensor maximum principle (cf. [Bando84]), it
suffices to show that the following “null-vector condition” holds: for any (1,0)
vectors V = (vi) and W = (wi), we have

Fij̄kℓ̄v
ivj̄wkwℓ̄ ≥ 0 whenever Rij̄kℓ̄v

ivj̄wkwℓ̄ = 0, (NVC)

or simply,

FV V̄ WW̄ =:F (V, V̄ ,W, W̄ ) ≥ 0 whenever RV V̄ WW̄ =:Rm(V, V̄ ,W, W̄ ) = 0.

Claim 2.1: If RV V̄ WW̄ = 0, then for any (1, 0) vector Z, we have

RV Z̄WW̄ = RV V̄ WZ̄ = 0.

Proof. For real parameter s ∈ R, consider

G(s) = Rm(V + sZ, V̄ + sZ̄,W, W̄ ).

Since the bisectional curvature is nonnegative and RV V̄ WW̄ = 0, it follows that
G′(0) = 0 which implies that

Re (RV Z̄WW̄ ) = 0.

Suppose RV Z̄WW̄ ̸= 0, and let RV Z̄WW̄ = |RV Z̄WW̄ |e
√
−1θ. Then, replacing Z by

e−
√
−1θZ in the above, we get

0 = Re (e−
√
−1θRV Z̄WW̄ ) = |RV Z̄WW̄ |,

a contradiction. Thus, we must have

RV Z̄WW̄ = 0.

Similarly, we have RV V̄ WZ̄ = 0.

By Claim 2.1, we see that if RV V̄ WW̄ = 0 then

FV V̄ WW̄ = RV V̄ Y Z̄RZȲ WW̄ − |RV Ȳ WZ̄ |2 + |RV W̄Y Z̄ |2.



5.2. THE (NORMALIZED) KÄHLER-RICCI FLOW 215

Therefore, (NVC) follows immediately from the following

Claim 2.2: Suppose RV V̄ WW̄ = 0. Then, for any (1, 0) vectors Y and Z,

RV V̄ Y Z̄RZȲ WW̄ ≥ |RV Ȳ WZ̄ |2.

Proof. Consider

H(s) = Rm(V + sY, V̄ + sȲ ,W + sZ, W̄ + sZ̄)

= s2 (RV V̄ ZZ̄ +RY Ȳ WW̄ +RV Ȳ WZ̄ +RY V̄ ZW̄ +RV Ȳ ZW̄ +RY V̄ WZ̄) +O(s3).

Here we have used Claim 2.1.

Since H(s) ≥ 0 and H(0) = 0, we have H ′′(0) ≥ 0. Hence, by taking Y = ζkek
and Z = ηℓeℓ with respect to any basis {e1, · · · en}, we obtain a real semi-positive
definite bilinear form Q(Y, Z):

0 ≤ Q(Y, Z) =:RV V̄ ZZ̄ +RY Ȳ WW̄ +RV Ȳ WZ̄ +RY V̄ ZW̄ +RV Ȳ ZW̄ +RY V̄ WZ̄

=RV V̄ ek ēℓ̄η
kηℓ̄ +Rek ēℓ̄W̄W̄ ζ

kζ ℓ̄ +RV ēkWēℓζ
k̄ηℓ̄ +RekV̄ eℓW̄ η

kηℓ

+RV ēkeℓW̄ ζ
k̄ηℓ +RekV̄ W ēℓ

ζkηℓ̄

Now we need a useful linear algebra fact (cf. Lemma 4.1 in [Cao92]):

Lemma 5.2.12. Let A and C be two m×m real symmetric semi-positive definite
matrices, and let B be a real m×m matrix such that the 2m×2m real symmetric
matrix

G1 =

(
A B
BT C

)
is semi-positive definite. Then, we have

Tr(AC) ≥ |B|2.

Proof. Consider the associated matrix

G2 =

(
C −B

−BT A

)
.

It is clear that G2 is also symmetric and semi-positive definite. Hence, we get

Tr(G1G2) ≥ 0.

However,

G1G2 =

(
AC −BBT BA−AB
BTC − CBT CA−BTB

)
.

Therefore,

Tr(AC) − |B|2 =
1

2
Tr(G1G2) ≥ 0.
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Now, by applying Lemma 5.2.12 to the above semi-positive definite real bi-
linear form Q, one gets

RV V̄ Y Z̄RZȲ WW̄ ≥ |RV Ȳ WZ̄ |2 + |RV W̄Y Z̄ |2.

�

Remark 5.2.13. S. Bando [Bando84] first proved Theorem 5.2.11 for n = 3, and
W. -X. Shi [Shi97] extended Theorem 5.2.11 to the complete noncompact case
with bounded curvature tensor.

Remark 5.2.14. By using a certain special evolving orthonormal frame {eα}
under KRF (2.1) similarly as in [Ham86] (see also Section 5 of [Shi97]), one
obtains the simplified evolution equation

∂

∂t
Rαβ̄γδ̄ = ∆Rαβ̄γδ̄+Rαβ̄µν̄Rνµ̄γδ̄+Rαδ̄µν̄Rνµ̄γβ̄−Rαµ̄γν̄Rµβ̄νδ̄+λRαβ̄γδ̄, (2.13)

where Rαβ̄γδ̄ is the Riemannian curvature tensor components with respect to
the evolving frame {eα}. By using (2.13) and modifying the above proof of
Theorem 5.2.11, one can prove that nonnegative orthogonal bisectional curvature,
Rm(V, V̄ ,W, W̄ ) ≥ 0 with V ⊥W , is also preserved under KRF (2.1), a fact first
observed by Hamilton and the author [CH92] in 1992 at IAS (see also [GuZ10]).
We leave the details to the interested readers as an exercise.

Remark 5.2.15. Wilking [Wil10] has provided a nice uniform Lie Algebra ap-
proach treating all known nonnegativity curvature conditions preserved under
the Ricci flow and KRF so far, including nonnegative bisectional curvature and
nonnegative orthogonal bisectional curvature.

5.3 The Li-Yau-Hamilton inequalities for KRF

In [LiYau86], Li-Yau developed a fundamental gradient estimate, now called Li-
Yau estimate (aka differential Harnack inequality), for positive solutions to the
heat equation on a complete Riemannian manifold with nonnegative Ricci cur-
vature. They used it to derive the Harnack inequality for such solutions by a
path integration. Shortly after, based on a suggestion of Yau, Hamilton [Ham88]
derived a similar estimate for the scalar curvature of solutions to the Ricci flow on
Riemann surfaces with positive curvature. Hamilton subsequently obtained a ma-
trix version of the Li-Yau estimate [Ham93a] for solutions to the Ricci flow with
positive curvature operator in all dimensions. This matrix version of the Li-Yau
estimate is now called Li-Yau-Hamilton estimate, and it played a central role
in the analysis of formation of singularities and the application of the Ricci flow to
three-manifold topology. Around the same time, the author derived the (matrix)
Li-Yau-Hamilton estimate for the KRF with nonnegative bisectional curvature
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and obtained the Harnack inequality for the evolving scalar curvature by a sim-
ilar path integration argument. We remark that our Li-Yau-Hamilton estimate
for the KRF in the non compact case palyed a crucial role in the works of Chen-
Tang-Zhu [CTZ04], Ni [Ni05] and Chau-Tam [ChauT06]. The presentation here
essentially follows the original papers of Hamilton [Ham88, Ham93a, Ham93b]
and Cao [Cao92, Cao97].

We shall start by recalling the well-known Li-Yau inequality for positive solu-
tions to the heat equation on complete Riemannian manifolds with nonnegative
Ricci curvature, and the important observation that Li-Yau inequality becomes
equality on the standard heat kernel on the Euclidean space. Then, following
Hamilton, we show how one could derive the matrix Li-Yau-Hamilton quadratic
for the KRF from the equation of expanding Kahler-Ricci solitons. Finally we
state and sketch the matrix Li-Yau-Hamilton inequality for the KRF with non-
negative bisectional curvature.

5.3.1 The Li-Yau estimate for the 2-dimensional Ricci flow

Let us begin by describing the Li-Yau estimate [LiYau86] for positive solutions
to the heat equation on a complete Riemannian manifold with nonnegative Ricci
curvature.

Theorem 5.3.1 ([LiYau86]). Let (M, gij) be an n-dimensional complete Rie-
mannian manifold with nonnegative Ricci curvature. Let u(x, t) be any positive
solution to the heat equation

∂u

∂t
= ∆u on M × [0,∞).

Then, for all t > 0, we have

∂u

∂t
− |∇u|2

u
+
n

2t
u ≥ 0 on M × (0,∞). (3.1)

We remark that, as observed by Hamilton (cf. [Ham93a]), one can in fact
prove that for any vector field V i on M ,

∂u

∂t
+ 2∇u · V + u|V |2 +

n

2t
u ≥ 0. (3.2)

If we take the optimal vector field V = −∇u/u, then we recover the inequality
(3.1).

Now we consider the Ricci flow on a Riemann surface. Since in (real) dimen-
sion two the Ricci curvature is given by

Rij =
1

2
Rgij ,
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the Ricci flow becomes
∂gij
∂t

= −Rgij . (3.3)

Now let gij(t) be a complete solution of the Ricci flow (3.3) on a Riemann
surface M and 0 ≤ t < T . Then the scalar curvature R evolves by the semilinear
equation

∂R

∂t
= △R+R2

on M× [0, T ). Suppose the scalar curvature of the initial metric is bounded, non-
negative everywhere and positive somewhere. Then it follows from the maximum
principle that the scalar curvature R(x, t) of the evolving metric remains nonneg-
ative. Moreover, from the standard strong maximum principle (which works in
each local coordinate neighborhood), the scalar curvature is positive everywhere
for t > 0. In [Ham88], Hamilton obtained the following Li-Yau estimate for the
scalar curvature R(x, t).

Theorem 5.3.2 ([Ham88]). Let gij(t) be a complete solution to the Ricci flow on
a surface M . Assume the scalar curvature of the initial metric is bounded, non-
negative everywhere and positive somewhere. Then the scalar curvature R(x, t)
satisfies the Li-Yau estimate

∂R

∂t
− |∇R|2

R
+
R

t
≥ 0. (3.4)

Proof. By the above discussion, we know R(x, t) > 0 for t > 0. If we set

L = logR(x, t) for t > 0,

then

∂

∂t
L =

1

R
(△R+R2)

= △L+ |∇L|2 +R

and (3.4) is equivalent to

∂L

∂t
− |∇L|2 +

1

t
= △L+R+

1

t
≥ 0.

Following Li-Yau [LiYau86] in the linear heat equation case, we consider the
quantity

Q =
∂L

∂t
− |∇L|2 = △L+R.

Then by a direct computation,

∂Q

∂t
=

∂

∂t
(△L+R)

= △
(
∂L

∂t

)
+R△L+

∂R

∂t

= △Q+ 2∇L · ∇Q+ 2|∇2L|2 + 2R(△L) +R2

≥ △Q+ 2∇L · ∇Q+Q2.



5.3. THE LI-YAU-HAMILTON INEQUALITIES FOR KRF 219

So we get

∂

∂t

(
Q+

1

t

)
≥ △

(
Q+

1

t

)
+ 2∇L · ∇

(
Q+

1

t

)
+

(
Q− 1

t

)(
Q+

1

t

)
.

Hence by the maximum principle argument, we obtain

Q+
1

t
≥ 0.

This proves the theorem. �

5.3.2 Li-Yau estimate and expanding solitons

To prove inequality (3.4) for the scalar curvature of solutions to the Ricci flow in
higher dimensions is not so simple. It turns out that one does not get inequality
(3.4) directly, but rather indirectly as the trace of certain matrix estimate when
either curvature operator (in the Riemannian case) or bisectional curvature (in
the Kähler case) is nonnegative. The key ingredient in formulating this matrix
version is an important observation by Hamilton that the Li-Yau inequality, as
well as its matrix version, becomes equality on the expanding solitons which
he first discovered for the case of the heat equation on Rn. This led him and
the author to formulate and prove the matrix differential Harnack inequality,
now called Li-Yau-Hamilton estimates, for the Ricci flow in higher dimensions
[Ham93a, Ham93b] and the Kähler-Ricci flow [Cao92, Cao97] respectively.

To illustrate, let us examine the heat equation case first. Consider the heat
kernel

u(x, t) = (4πt)−n/2e−|x|2/4t, (3.5)

which can be considered as an expanding soliton solution for the standard heat
equation on Rn.

Differentiating the function u once, we get

∇ju = −uxj
2t

or ∇ju+ uVj = 0, (3.6)

where

Vj =
xj
2t

= −∇ju

u
.

Differentiating (3.6) again, we have

∇i∇ju+ ∇iuVj +
u

2t
δij = 0. (3.7)

To make the expression in (3.7) symmetric in i, j, we multiply Vi to (3.6) and
add to (3.7) and obtain

∇i∇ju+ ∇iuVj + ∇juVi + uViVj +
u

2t
δij = 0. (3.8)
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Taking the trace in (3.8) and using the equation ∂u/∂t = ∆u, we arrive at

∂u

∂t
+ 2∇u · V + u|V |2 +

n

2t
u = 0,

which shows that the Li-Yau inequality (3.1) becomes an equality on our expand-
ing soliton solution u! Moreover, we even have the matrix identity (3.8).

Based on the above observation and in a similar process, Hamilton [Ham93a]
found a matrix quantity, which vanishes on expanding gradient Ricci solitons
and is nonnegative for any solution to the Ricci flow with nonnegative curvature
operator. At the same time, the author [Cao92] (see also [Cao97]) proved the
Li-Yau-Hamilton estimate for the Kähler-Ricci flow with nonnegative bisectional
curvature, see below.

To formulate the Li-Yau-Hamilton quadric, let us consider a homothetically
expanding gradient Kähler-Ricci soliton g satisfying

Rij̄ +
1

t
gij̄ = ∇iVj̄ , ∇iVj = 0 (3.9)

with Vi = ∇if for some real-valued smooth function f on X. Differentiating (3.9)
and commuting give the first order relations

∇kRij̄ = ∇k∇j̄Vi −∇j̄∇kVi = −Rkj̄ip̄Vp,

or

∇kRij̄ +Rij̄kp̄Vp = 0, (3.10)

and

∇kRij̄Vk̄ +Rij̄kp̄VpVk̄ = 0. (3.11)

Differentiating (3.10) again and using the first equation in (3.9), we get

∇l̄∇kRij̄ + ∇p̄Rij̄kl̄Vp +Rij̄kp̄Rpl̄ +
1

t
Rij̄kl̄ = 0. (3.12)

Taking the trace in (3.12), we get

∆Rij̄ + ∇k̄Rij̄Vk +Rij̄kl̄Rlk̄ +
1

t
Rij̄ = 0. (3.13)

Symmetrizing by adding (3.11) to (3.13), we arrive at

∆Rij̄ + ∇kRij̄Vk̄ + ∇k̄Rij̄Vk +Rij̄kl̄Rlk̄ +Rij̄kl̄VlVk̄ +
1

t
Rij̄ = 0,

or, by (2.9), equivalently

∂

∂t
Rij̄ + ∇kRij̄Vk̄ + ∇k̄Rij̄Vk +Rik̄Rkj̄ +Rij̄kl̄VlVk̄ +

1

t
Rij̄ = 0. (3.14)
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5.3.3 Li-Yau-Hamilton estimates and Harnack’s inequalities

We now state the Li-Yau-Hamilton estimates and the Harnack inequalities for
KRF and NKRF with nonnegative holomorphic bisectional curvature.

Theorem 5.3.3 ([Cao92, Cao97]). Let gij̄(t) be a complete solution to the
Kähler-Ricci flow on Xn with bounded curvature and nonnegtive bisectional cur-
vature and 0 ≤ t < T . For any point x ∈ X and any vector V in the holomorphic
tangent space T 1,0

x X, let

Zij̄ =
∂

∂t
Rij̄ +Rik̄Rkj̄ + ∇kRij̄V

k + ∇k̄Rij̄V
k̄ +Rij̄kℓ̄V

kV ℓ̄ +
1

t
Rij̄ .

Then we have

Zij̄W
iW j̄ ≥ 0

for all x ∈ X, V,W ∈ T 1,0
x X, and t > 0.

The proof of Theorem 5.3.3 is based on Hamilton’s strong tensor maximum
principle and involves a large amount of calculations. We refer the interested
reader to the original papers [Cao92, Cao97] for details.

Corollary 5.3.4. [[Cao92, Cao97]] Under the assumptions of Theorem 5.3.3,
the scalar curvature R satisfies the estimate

∂R

∂t
+ ∇iRV

i + ∇īRV
ī +Rij̄V

iV j̄ +
R

t
≥ 0 (3.15)

for all x ∈ X and t > 0. In particular,

∂R

∂t
− |∇R|2

R
+
R

t
≥ 0. (3.16)

Proof. The first inequality (3.15) follows by taking the trace of Zij̄ in Theorem
5.3.3. By taking V = −∇ logR in (3.15) and observing Rij̄ ≤ Rgij̄ (because
Rij̄ ≥ 0), we obtain the second inequality (3.16). �

As a consequence of Corollary 5.3.4, we obtain the following Harnack in-
equality for the scalar curvature R by taking the Li-Yau type path integral as in
[LiYau86].

Corollary 5.3.5. [[Cao92, Cao97]] Let gij̄(t) be a complete solution to the Kähler-
Ricci flow on Xn with bounded and nonnegative bisectional curvature. Then for
any points x1, x2 ∈ X, and 0 < t1 < t2, we have

R(x1, t1) ≤
t2
t1
edt1 (x1,x2)

2/4(t2−t1)R(x2, t2).

Here dt1(x1, x2) denotes the distance between x1 and x2 with respect to gij̄(t1).
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Proof. Take the geodesic path γ(τ), τ ∈ [t1, t2], from x1 to x2 at time t1 with con-
stant velocity dt1(x1, x2)/(t2−t1). Consider the space-time path η(τ) = (γ(τ), τ),
τ ∈ [t1, t2]. We compute

log
R(x2, t2)

R(x1, t1)
=

∫ t2

t1

d

dτ
logR(γ(τ), τ)dτ

=

∫ t2

t1

1

R

(
∂R

∂τ
+ ∇R · dγ

dτ

)
dτ

≥
∫ t2

t1

(
∂ logR

∂τ
− |∇ logR|2g(τ) −

1

4

∣∣∣∣dγdτ
∣∣∣∣2
g(τ)

)
dτ.

Then, by the Li-Yau estimate (3.16) for R in Corollary 5.3.4 and the fact that
the metric is shrinking (since the Ricci curvature is nonnegative), we have

log
R(x2, t2)

R(x1, t1)
≥
∫ t2

t1

(
−1

τ
− 1

4

∣∣∣∣dγdτ
∣∣∣∣2
g(t1)

)
dτ

= log
t1
t2

− dt1(x1, x2)
2

4(t2 − t1)
.

Now the desired Harnack inequality follows by exponentiating. �
Finally, we can convert Corollary 5.3.4 and Corollary 5.3.5 to the NKRF case

and yield the following Li-Yau type estimate and Harnack’s inequality.

Theorem 5.3.6. [[Cao92]] Let gij̄(t) be a solution to NKRF on Xn× [0,∞) with
nonnegative bisectional curvature. Then, the scalar curvature R satisfies

(a) the Li-Yau type estimate: for any t > 0 and x ∈ X,

∂R

∂t
− |∇R|2

R
+

R

1 − e−t
≥ 0; (3.17)

(b) the Harnack inequality: for any 0 < t1 < t2 and any x, y ∈ X,

R(x, t1) ≤
et2 − 1

et1 − 1
exp{et2−t1

d2t1(x, y)

4(t2 − t1)
}R(y, t2), (3.18)

Proof. Part (a): Let ĝij̄(s) be the associated solution to KRF on X × [0, 1). By
Lemma 5.2.4, Corollary 5.2.5 and Corollary 5.3.4, we have

R = (1 − s)R̂, 1 − e−t = s,

and
∂R̂

∂s
−

|∇R̂|2ĝ
R̂

+
R̂

s
≥ 0.
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It is then easy to check that they are translated into (3.17).
Part (b): By the Li-Yau path integration argument as in the proof of Corollary

5.3.5 but use (3.17) instead, we get

log
R(y, t2)

R(x, t1)
≥
∫ t2

t1

(
− 1

1 − e−τ
− 1

4

∣∣∣∣dγdτ
∣∣∣∣2
g(τ)

)
dτ

= log
et1 − 1

et2 − 1
− 1

4
∆(x, t1; y, t2).

where

∆(x, t1; y, t2) = inf
γ

∫ t2

t1

|γ′(τ)|2g(τ)dτ. (3.19)

But, the NKRF equation and the assumption of Rcg ≥ 0 imply that, for t1 < t2,

g(t2) ≤ et2−t1g(t1).

Hence,

∆(x, t1; y, t2) ≤ et2−t1
d2t1(x, y)

(t2 − t1)
.

Therefore,

log
R(y, t2)

R(x, t1)
≥ log

et1 − 1

et2 − 1
− et2−t1

d2t1(x, y)

4(t2 − t1)
.

�

5.4 Perelman’s entropy and noncollapsing theorems

In this section, we review Perelman’s W-functional and the associated µ-entropy.
We show that the µ-entropy is monotone under the Ricci flow and use this impor-
tant fact to prove a strong κ-noncollapsing theorem for the Ricci flow on compact
Riemannian manifolds. These results and the ideas in the proof play a crucial role
in the next two sections when we discuss the uniform estimates on the diameter
and the scalar curvature of the NKFR.

5.4.1 Perelman’s W-functional and µ-entropy for the Ricci flow

Let M be a compact n-dimensional manifold. Consider the following functional,
due to Perelman [Per02],

W(gij , f, τ) =

∫
M

[τ(R+ |∇f |2) + f − n](4πτ)−
n
2 e−fdV (4.1)

under the constraint

(4πτ)−
n
2

∫
M
e−fdV = 1. (4.2)
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Here gij is any given Riemannian metric, f is any smooth function on M , and
τ is a positive scale parameter. Clearly the functional W is invariant under
simultaneous scaling of τ and gij (or equivalently the parabolic scaling), and
invariant under diffeomorphism. Namely, for any positive number a > 0 and any
diffeomorphism φ ∈ Diff(Mn),

W(φ∗gij , φ
∗f, τ) = W(gij , f, τ) and W(agij , f, aτ) = W(gij , f, τ). (4.3)

In [Per02] Perelman derived the following first variation formula (see also
[CZ06])

Lemma 5.4.1. [Perelman [Per02]] If vij = δgij , h = δf, and η = δτ , then

δW(vij , h, η)

=

∫
M

−τvij
(
Rij + ∇i∇jf − 1

2τ
gij

)
(4πτ)−

n
2 e−fdV

+

∫
M

(v
2
− h− n

2τ
η
)

[τ(R+ 2∆f − |∇f |2) + f − n− 1](4πτ)−
n
2 e−fdV

+

∫
M
η
(
R+ |∇f |2 − n

2τ

)
(4πτ)−

n
2 e−fdV.

Here v = gijvij.

By Lemma 5.4.1 and direct computations (cf. [Per02, CZ06]), one obtains

Lemma 5.4.2 (Perelman [Per02]). If gij(t), f(t) and τ(t) evolve according to the
system 

∂gij
∂t

= −2Rij ,

∂f

∂t
= −∆f + |∇f |2 −R+

n

2τ
,

∂τ

∂t
= −1,

then

d

dt
W(gij(t), f(t), τ(t)) =

∫
M

2τ

∣∣∣∣Rij + ∇i∇jf − 1

2τ
gij

∣∣∣∣2 (4πτ)−
n
2 e−fdV,

and
∫
M (4πτ)−

n
2 e−fdV is constant. In particular W(gij(t), f(t), τ(t)) is nonde-

creasing in time and the monotonicity is strict unless we are on a shrinking
gradient soliton.

Now we define

µ(gij , τ) = inf

{
W(gij , f, τ) | f ∈ C∞(M),

1

(4πτ)n/2

∫
M
e−fdV = 1

}
. (4.4)
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Note that if we set u = e−f/2, then the functional W can be expressed as

W = W(gij , u, τ) = (4πτ)−
n
2

∫
M

[τ(Ru2 + 4|∇u|2) − u2 log u2 − nu2]dV (4.5)

and the constraint (4.2) becomes

(4πτ)−
n
2

∫
M
u2dV = 1. (4.6)

Thus µ(gij , τ) corresponds to the best constant of a logarithmic Sobolev inequal-
ity. Since the non-quadratic term is subcritical (in view of Sobolev exponent), it
is rather straightforward to show that

inf

{
(4πτ)−

n
2

∫
M

[τ(4|∇u|2+Ru2) − u2 log u2− nu2]dV : (4πτ)−
n
2

∫
M
u2dV =1

}
is achieved by some nonnegative function u ∈ H1(M) which satisfies the Euler-
Lagrange equation

τ(−4∆u+Ru) − 2u log u− nu = µ(gij , τ)u.

One can further show that u is positive (see [Rot81]). Then the standard reg-
ularity theory of elliptic PDEs shows that u is smooth. We refer the reader
to Rothaus [Rot81] for more details. It follows that µ(gij , τ) is achieved by a
minimizer f satisfying the nonlinear equation

τ(2∆f − |∇f |2 +R) + f − n = µ(gij , τ). (4.7)

It turns out that the µ-entropy has the following important monotonicity
property under the Ricci flow:

Proposition 5.4.3. [Perelman [Per02]] Let gij(t) be a solution to the Ricci flow

∂gij
∂t

= −2Rij

on Mn× [0, T ) with 0 < T <∞, then µ(gij(t), T0 − t) is nondecreasing along the
Ricci flow for any T0 ≥ T ; moveover, the monotonicity is strict unless we are on
a shrinking gradient soliton.

Proof. Fix any time t0, let f0 be a minimizer of µ(gij(t0), T0 − t0). Note that the
backward heat equation

∂f

∂t
= −∆f + |∇f |2 −R+

n

2τ

is equivalent to the linear equation

∂

∂t
((4πτ)−

n
2 e−f ) = −∆((4πτ)−

n
2 e−f ) +R((4πτ)−

n
2 e−f ).



226 CHAPTER 5. THE KRF ON FANO MANIFOLDS

Thus we can solve the backward heat equation of f with f |t=t0 = f0 to obtain
f(t) for t ∈ [0, t0], satisfying constraint (4.2). Then, for t ≤ t0, it follows from
Lemma 4.2 that

µ(gij(t), T0 − t) ≤ W(gij(t), f(t), T0 − t)

≤ W(gij(t0), f(t0), T0 − t0)

= µ(gij(t0), T0 − t0),

and the second inequality is strict unless we are on a shrinking gradient soliton.
�

5.4.2 Strong κ-noncollapsing of the Ricci flow

We now apply the monotonicity of the µ-entropy in Proposition 5.4.3 to prove a
strong version of Perelman’s no local collapsing theorem, which is extremely
important because it gives a local injectivity radius estimate in terms of the local
curvature bound.

Definition 5.4.4. Let gij(t), 0 ≤ t < T, be a solution to the Ricci flow on an
n-dimensional manifold M , and let κ, r be two positive constants. We say that
the solution gij(t) is κ-noncollapsed at (x0, t0) ∈ M × [0, T ) on the scale r if
we have

Vt0(x0, r)) ≥ κrn,

whenever

|Rm|(x, t0) ≤ r−2

for all x ∈ Bt0(x0, r). Here Bt0(x0, r) is the geodesic ball centered at x0 ∈M and
of radius r with respect to the metric gij(t0).

Remark 5.4.5. In [Per02], Perelman also defined κ-noncollapsing by requir-
ing the curvature bound |Rm|(x, t) ≤ r−2 on the (backward) parabolic cylinder
Bt0(x0, r) × [t0 − r2, t0].

The following result was proved in [CZ06] (cf. Theorem 3.3.3 in [CZ06])).

Theorem 5.4.6. [Strong no local collapsing theorem] Let M be a compact Rie-
mannian manifold, and let gij(t) be a solution to the Ricci flow on Mn × [0, T )
with 0 < T < +∞. Then there exists a positive constant κ, depending only
the initial metric g0 and T , such that gij(t) is κ-noncollapsed at very point
(x0, t0) ∈M×[0, T ) on all scales less than

√
T . In fact, for any (x0, t0) ∈M×[0, T )

and 0 < r ≤
√
T we have

Vt0(x0, r) ≥ κrn,

whenever

R(·, t0) ≤ r−2 on Bt0(x0, r).
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Proof. Recall that

µ(gij , τ) = inf

{
W(gij , u, τ)

∣∣∣ ∫
M

(4πτ)−
n
2 u2dV = 1

}
.

where,

W(gij , u, τ) = (4πτ)−
n
2

∫
M

[τ(Ru2 + 4|∇u|2) − u2 log u2 − nu2]dV.

Set

µ0 = inf
0≤τ≤2T

µ(gij(0), τ) > −∞. (4.8)

By the monotonicity of µ(gij(t), τ − t) in Proposition 5.4.3, we have

µ0 ≤ µ(gij(0), t0 + r2) ≤ µ(gij(t0), r
2) (4.9)

for t0 < T and r2 ≤ T .

Take a smooth cut-off function ζ(s), 0 ≤ ζ ≤ 1, such that

ζ(s) =

 1, |s| ≤ 1/2,

0, |s| ≥ 1

and |ζ ′| ≤ 2 everywhere. Define a test function u(x) on M by

u(x) = eL/2ζ

(
dt0(x0, x)

r

)
,

where the constant L is chosen so that

(4πr2)−
n
2

∫
M
u2dVt0 = 1

Note that

|∇u|2 = eLr−2|ζ ′(dt0(x0, x)

r
)|2 and u2 log u2 = Lu2 + eLζ2 log ζ2.

Also, by the definition of u(x), we have

(4πr2)−
n
2 eLVt0(x0, r/2) ≤ 1, (4.10)

and

(4π)−
n
2 r−neLVt0(x0, r) ≥ 1. (4.11)

Now it follows from (4.9) and the upper bound assumption on R that
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µ0 ≤ W(}⟩|(⊔′),⊓,∇∈)

= (4πr2)−
n
2

∫
M

[r2(Ru2 + 4|∇u|2) − u2 log u2 − nu2]

≤ 1 − L− n+ (4πr2)−
n
2 eL

∫
M

(4|ζ ′|2 − ζ2 log ζ2)

≤ 1 − L− n+ (4πr2)−
n
2 eL(16 + e−1)Vt0(x0, r).

Here, in the last inequality, we have used the elementary fact that −s log s ≤ e−1

for 0 ≤ s ≤ 1. Combining the above with (4.10), we arrive at

µ0 ≤ 1 − L− n+ (16 + e−1)
Vt0(x0, r)

Vt0(x0, r/2)
. (4.12)

Notice that if we have the volume doubling property

Vt0(x0, r) ≤ CVt0(x0, r/2)

for some universal constant C > 0, then (4.11) and (4.12) together would imply

Vt0(x0, r) ≥ exp{µ0 + n− 1 − (16 + e−1)C}rn, (4.13)

thus proving the theorem. We now describe how to bypass such a volume doubling
property by a clever argument3 pointed out by B.-L. Chen back in 2003.

Notice that the above argument is also valid if we replace r by any positive
number 0 < a ≤ r. Thus, at least we have shown the following

Assertion: Set

κ = min

{
exp[µ0 + n− 1 − (16 + e−1)3n],

1

2
αn

}
,

where αn is the volume of the unit ball in Rn. Then, for any 0 < a ≤ r, we have

Vt0(x0, a) ≥ κan, (∗)a

whenever the volume doubling property,

Vt0(x0, a) ≤ 3nVt0(x0, a/2),

holds.

3Perelman also used a similar argument in proving his uniform diameter estimate for the
NKRF, see the proof of Claim 1 in Section 6.
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Now we finish the proof by contradiction. Suppose (∗)a fails for a = r. Then
we must have

Vt0(x0,
r

2
) < 3−nVt0(x0, r)

< 3−nκrn

< κ
(r

2

)n
.

This says that (∗)r/2 would also fail. By induction, we deduce that

Vt0(x0,
r

2k
) < κ

( r
2k

)n
for all k ≥ 1.

But this contradicts the fact that

lim
k→∞

Vt0(x0,
r
2k

)(
r
2k

)n = αn.

�

5.4.3 The µ-entropy and the strong noncollapsing estimate

To convert the κ-noncollapsing theorem for the Ricci flow to the KRF and NKRF,
first note that for any local holomorphic coordinates (z1, · · · , zn) with zi = xi +√
−1yi, (x1, · · · , xn, y1, · · · , yn) form a preferred smooth local coordinates with

∂

∂zi
=

1

2
(
∂

∂xi
−

√
−1

∂

∂yi
) and

∂

∂z̄i
=

1

2
(
∂

∂xi
+

√
−1

∂

∂yi
).

Thus, in terms of the corresponding Riemannian metric ds2, we have

ds2(
∂

∂xi
,
∂

∂xj
) = ds2(

∂

∂yi
,
∂

∂yj
) = 2ℜ(gij̄)

while

ds2(
∂

∂xi
,
∂

∂yj
) = 2ℑ(gij̄).

In particular, for any (z1, · · · , zn) with gij̄ = δij̄ (e.g., under normal coordinates),
then

ds2(
∂

∂xi
,
∂

∂xj
) = ds2(

∂

∂yi
,
∂

∂yj
) = 2δij and ds2(

∂

∂xi
,
∂

∂yj
) = 0.

(Thus, we can symbolically express the Riemannian metric gR = ds2 = 2gij̄ .)
On the other hand, if Rij̄ = λδij̄ under the normal holomorphic coordinates

(z1, · · · , zn) then, for the Riemannian Ricci tensor Rcds2 , we have

Rcds2(
∂

∂xi
,
∂

∂xj
) = Rcds2(

∂

∂yi
,
∂

∂yj
) = 2λδij and Rcds2(

∂

∂xi
,
∂

∂yj
) = 0.
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That is,
Rcds2 = λds2,

so we have the same Einstein constant λ.
Note that we also have the following relations:

• The scalar curvature: Rds2 = 2R
• The Laplace operator: ∆ds2 = 2∆
• The norm square of the gradient of a function: |∇f |2ds2 = 2|∇f |2, etc.

In particular, we have

Rds2 + |∇f |2ds2 = 2(R+ |∇f |2).

Therefore, with σ = 2τ , the Riemannian W-functional on (Xn, gij̄) is given
by

W =
1

(2πσ)n

∫
X

[σ(R+ |∇f |2) + f − 2n]e−fdV, (4.14)

or, with u = e−f/2, by

W(gij̄ , u, σ) =
1

(2πσ)n

∫
X

[σ(Ru2 + 4|∇u|2) − u2 log u2 − 2nu2]dV (4.15)

with respect to the Kähler metric gij̄ .
The µ-entropy is then given by

µ = µ(gij̄ , σ) = inf

{
W(gij̄ , u, σ) : (2πσ)−n

∫
X
u2dV = 1

}
.

For any solution ĝij̄(s) to the KRF on the maximal time interval [0, 1), by
taking σ = 1 − s, it follows that µ(ĝij̄(s), 1 − s) is monotone increasing in s. By
the scaling invariance property of µ in (4.3) and the relation between KRF and
NKRF as described in Lemma 5.2.4, we get

µ(ĝij̄(s), 1 − s) = µ(gij̄(t), 1). (4.16)

Thus, by the monotonicity of µ(ĝij̄(s), 1 − s) and ds/dt = e−t > 0, we have

Lemma 5.4.7. Let gij̄(t) be a solution to the NKRF on Xn × [0,∞). Then,

µ(gij̄(t), 1) = inf

{
1

(2π)n

∫
X

(
R+ |∇f |2 + f − 2n

)
e−fdV :

1

(2π)n

∫
X
e−fdV = 1

}
= inf

{
1

(2π)n

∫
X

(Ru2 + 4|∇u|2 − u2 log u2 − 2nu2) :
1

(2π)n

∫
X
u2 = 1

}
is monotone increasing in t.

Finally, we have the corresponding strong no local collapsing theorem for the
NKRF:
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Theorem 5.4.8. [Strong no local collapsing theorem for NKRF] Let Xn be a
Fano manifold, and let gij̄(t) be a solution to the NKRF (2.5) on Xn × [0,∞).
Then there exists a positive constant κ > 0, depending only the initial metric g0,
such that gij̄(t) is strongly κ-noncollapsed at very point (x0, t0) ∈M × [0,∞) on

all scales less than et0/2 in the following sense: for any (x0, t0) ∈ X × [0,∞) and
0 < r ≤ et0/2 we have

Vt0(x0, r) ≥ κr2n, (4.17)

whenever

R(·, t0) ≤ r−2 on Bt0(x0, r). (4.18)

Proof. This is an immediate consequence of Theorem 5.4.6 applied to the KRF
on Xn × [0, 1), and the relation between the KRF and the NKRF as described
by Lemma 5.2.4. �

5.5 Uniform curvature and diameter estimates for NKRF
with nonnegative bisectional curvature

Our goal in this section is to prove the uniform diameter and (scalar) curvature
estimates by B.L Chen, X.-P. Zhu and the author [CCZ03] for the NKRF with
nonnegative holomorphic bisectional curvature. The main ingredients of the proof
are the Harnack estimate in Theorem 5.3.6 and the strong non-collapsing estimate
in Theorem 5.4.8 for the NKRF.

Theorem 5.5.1. Let (Xn, g̃ij̄) be a compact Kähler manifold with nonnegative
bisectional curvature and let gij̄(t) be the solution to the NKRF with gij̄(0) = g̃ij̄ .
Then, there exist positive constants C1 > 0 and C2 > 0 such that

(i) |Rm|(x, t) ≤ C1 for all (x, t) ∈ X × [0,∞);

(ii) diam (Xn, gij̄(t)) ≤ C2 for all t ≥ 0.

Proof. By Theorem 5.2.11, we know that gij̄(t) has nonnegative bisectional cur-
vature for all t ≥ 0. Thus, it suffices to show the uniform upper bound for the
scalar curvature

R(x, t) ≤ C1

on X × [0,∞). We divide the proof into several steps:

Step 1: A local uniform bound on R

First of all, we know that the volume Vt(X
n) = Vol(X, gij̄(t)) and the total

scalar curvature
∫
Xn R(x, t)dVt are constant along the NKRF. Hence the average

scalar curvature is also constant. In fact,

1

Vt(Xn)

∫
Xn

R(x, t)dVt = n, for all t ≥ 0.
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Now, ∀ t > 1, set t1 = t, t2 = t+ 1 and pick a point yt ∈ X such that

R(yt, t+ 1) = n.

Then, ∀ x ∈ X, by the Harnack inequality in Theorem 5.3.6, and noting that
∀t ≥ 1,

et+1 − 1

et − 1
≤ e+ 1,

we have
R(x, t) ≤ n(e+ 1) exp

(e
4
d2t (x, yt)

)
. (5.1)

In particular, when dt(yt, x) < 1, we obtain a uniform upper bound

R(·, t) ≤ n(e+ 1) exp(e2/4) (5.2)

on the unit geodesic ball Bt(yt, 1) at time t, for all t ≥ 1.

Step 2: The uniform diameter bound

Now we have the uniform upper bound (5.2) for the scalar curvature on
Bt(yt, 1). By applying the strong no local collapsing Theorem 5.4.8, there ex-
ists a positive constant κ > 0, depending only on the initial metric g0, such that
we have the following uniform lower bound

Vt(yt, 1) ≥ κ > 0

for the volume of the unit geodesic ball Bt(yt, 1) for all t ≥ 1.
Suppose diam(X, gij̄(t)) is not uniformly bounded from above in t. Then,

there exist a sequence of positive numbers {Dk} → ∞ and a time sequence
{tk} → ∞ such that

diam (X, gij̄(tk)) > Dk.

However, since gij̄(tk) has nonnegative Ricci curvature, it follows from an ar-
gument of Yau (cf. p.24 in [ScYau94]) that there exists a universal constant
C = C(n) > 0 such that

Vtk(ytk , Dk) ≥ CVtk(ytk , 1)Dk ≥ κCDk → ∞.

But this contradicts the fact that

Vtk(ytk , Dk) ≤ Vtk(Xn) = V0, k = 1, 2, · · · .

Thus, we have proved the uniform diameter bound: there exists a positive con-
stant D > 0 such that for all t > 0,

diam (X, gij̄(t)) ≤ D. (5.3)

Step 3: The global uniform bound on R
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Once we have the uniform diameter upper bound (5.3), the Harnack inequality
(5.1) immediately implies the uniform scalar curvature upper bound,

R(x, t) ≤ n(e+ 1)eeD
2/4,

on Xn × [0,∞). �

Remark 5.5.2. As mentioned in the introduction, assuming in addition the
existence of K-E metrics, Chen and Tian studied the NKRF with nonnegative bi-
sectional curvature on Del Pezzo surfaces [CheT02] and Fano manifolds in higher
dimensions [CheT06].

5.6 Perelman’s uniform estimates

In the previous section, we saw that when a solution gij̄(t) to the NKRF has non-
negative bisectional curvature, then the uniform diameter and curvature bounds
follow from a nice interplay between the Harnack inequality for the scalar curva-
ture R and the strong no local collapsing theorem. In this section, we shall see
Perelman’s amazing uniform estimates on the diameter and the scalar curvature
for the NKRF on general Fano manifolds (Theorem 5.6.1). In absence of the
Harnack inequality, Perelman’s proof is much more subtle, yet the monotonicity
of the µ-entropy and the ideas used in the proof of the strong non-collapsing
estimate played a crucial role.

The material presented in this section follows closely what Perelman gave in a
private lecture4 at MIT in April, 2003. As such, it naturally overlaps considerably
with the earlier notes [SeT08] on Perelman’s work. The author also presented
Perelman’s uniform estimates at the Geometry and Analysis seminar at Columbia
University in fall 2005.

Theorem 5.6.1. Let Xn be a Fano manifold and gij̄(t), 0 ≤ t < ∞, be the
solution to the NKRF

∂

∂t
gij̄ = −Rij̄ + gij̄ , g(0) = g̃ (6.1)

with the initial metric g0 = g̃ satisfying [ω0] = πc1(X). Let f = f(t) be the Ricci
potential of gij̄(t) satisfying

−Rij̄(t) + gij̄(t) = ∂i∂j̄f (6.2)

and the normalization ∫
Xn

e−fdV = (2π)n. (6.3)

Then there exists a constant C > 0 such that

4Perelman’s lecture was attended by this author, the authors of [SeT08], and Xiaodong Wang.
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(i) |R| ≤ C on Xn × [0,∞);

(ii) diam(Xn, gij̄(t)) ≤ C;

(iii) ||f ||C1 ≤ C on Xn × [0,∞).

The proof will occupy the whole section. First of all, by Lemma 5.2.8, we
know that under (6.1) the scalar curvature R evolves according to the equation

∂

∂t
R = ∆R+ |Rc|2 −R.

Lemma 5.6.2. There exists a constant C1 > 0 such that the scalar curvature R
of the NKRF (6.1) satisfies the estimate

R(x, t) ≥ −C1.

for all t ≥ 0 and all x ∈ Xn.

Proof. Let Rmin(0) be the minimum of R(x, 0) on Xn. If Rmin(0) ≥ 0, then by
the maximum principle, we have R(x, t) ≥ 0 for all t > 0 and all x ∈ Xn.

Now suppose Rmin(0) < 0. Set F (x, t) = R(x, t)−Rmin(0). Then, F (x, 0) ≥ 0
and F satisfies

∂

∂t
F = ∆F + |Rc|2 − F −Rmin(0) > ∆F + |Rc|2 − F.

Hence it follows again from the maximum principle that F ≥ 0 on Xn × [0,∞),
i.e.,

R(x, t) ≥ Rmin(0)

for all t > 0 and all x ∈ Xn. �
Next, we consider the Ricci potential f satisfying (6.2) and the normalization

(6.3). Note that it follows from (6.2) that

n−R = ∆f. (6.4)

Also, let φ = φ(t) be the Kähler potential,

gij̄(t) = g̃ij̄ + ∂i∂j̄φ,

so that φ is a solution to the parabolic scalar equation

φt = log
det(g̃ij̄ + ∂i∂j̄φ)

det(g̃ij̄)
+ f̃ + φ+ b(t),

where b(t) is a function of t only.
Since ∂i∂j̄φt = −Rij̄ + gij̄ , by adding a function of t only to φ if necessary,

we can assume
f = φt. (6.5)
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Thus, f satisfies the parabolic equation

ft = ∆f + f − a(t) (6.6)

for some function a(t) of t only.

By differentiating the constraint (6.3), we get∫
Xn

e−f (−ft + n−R)dV = 0.

Hence, by combining with (6.4) and (6.6), it follows that

a(t) = (2π)−n
∫
Xn

fe−fdV. (6.7)

Lemma 5.6.3. There exists a constant C2 > 0 such that, for all t ≥ 0,

−C2 ≤
∫
Xn

fe−fdV ≤ C2.

Proof. The second inequality is easy to see. Now we prove the first inequality.
By Lemma 5.4.7 and (6.4), we have

A =:µ(gij̄(0), 1) ≤ µ(gij̄(t), 1)

≤ (2π)−n
∫
X

(R+ |∇f |2 + f − 2n)e−fdV

= (2π)−n
∫
X

(−∆f + |∇f |2 + f − n)e−fdV

= (2π)−n
∫
X

(f − n)e−fdV.

Therefore,

(2π)−n
∫
Xn

fe−fdV ≥ A+ n.

�

Lemma 5.6.4. There exists a constant C3 > 0 such that

f ≥ −C3

for all t ≥ 0 and all x ∈ Xn.

Proof. We argue by contradiction. Suppose the Ricci potential f is very negative
at some time t0 > 0 and some point x0 ∈ Xn so that

f(x0, t0) << −1.
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Then, there exists some open neighborhood U ⊂ Xn of x0 such that

f(x, t0) << −1, ∀x ∈ U. (6.8)

On the other hand, by (6.4), (6.6), Lemma 5.6.2, (6.7), and Lemma 5.6.3, we
have

ft = n−R+ f − a(t) ≤ f + C (6.9)

for some uniform constant C > 0.
Let us assume f(·, t) and φ(·, t) achieve their maximum at xt and x∗t respec-

tively. From the constraint (6.3), it is clear that for each t > 0, we have a uniform
lower estimate

f(xt, t) = max
X

f(·, t) ≥ −C

for some C > 0 independent of t. Moreover, it follows form (6.5) and (6.9) that

(f − φ)t ≤ C,

so
f(·, t) − φ(·, t) ≤ max

X
(f − φ)(·, t0) + Ct.

Therefore,

φ(x∗t , t) ≥ φ(xt, t) ≥ f(xt, t)−max
X

(f −φ)(·, t0)−Ct ≥ −Ct, ∀t >> t0. (6.10)

On the other other, by (6.9), we have

f(x, t) ≤ et−t0(C + f(x, t0)) (6.11)

for t ≥ t0 and x ∈ Xn. In particular, by (6.8), we have

f(x, t) ≤ −Ce−t0et, ∀t > t0, ∀x ∈ U. (6.12)

Then (6.5) and (6.12) together imply that

φ(x, t) ≤ φ(x, t0) − Ce−t0et + C ≤ −C ′et, ∀t >> t0, ∀x ∈ U. (6.13)

Next, we claim (6.13) implies

φ(x∗t , t) ≤ −Cet + C ′ (6.14)

for some C ′ > 0 independent of t >> t0. To see this, note that, with respect to
the initial metric g0, we have

φ(x∗t , t) =
1

V0(Xn)

∫
X
φ(·, t)dV0 −

1

V0(Xn)

∫
X

∆0φ(·, t)G0(x
∗
t , ·)dV0, (6.15)

where V0(X
n) = Vol(Xn, g0) and G0(x

∗
t , ·) denotes a positive Green’s function

with pole at x∗t .
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Since n+ ∆0φ = g̃ij̄gij̄(t) > 0, the second term on the RHS of (6.15) can be
estimated by

− 1

V0(Xn)

∫
X

∆0φ(·, t)G0(xt, ·)dV0 ≤
n

V0(Xn)

∫
X
G0(xt, ·)dV0 =: C ′′. (6.16)

On the other hand, by using (6.12), it follows that

1

V0(Xn)

∫
X
φ(·, t)dV0 ≤

V0(X \ U)

V0(X)
φ(x∗t , t) −

V0(U)

V0(X)
Cet. (6.17)

Therefore, by (6.15)-(6.17), we have

αφ(x∗t , t) ≤ C ′′ − αCet

for α = V0(U)/V0(X) > 0. This proves (6.14), a contradiction to (6.10). �

Lemma 5.6.5. There exists constant C4 > 0 such that, for all t ≥ 0,

(a) |∇f |2 ≤ C4(f + 2C3);

(b) R ≤ C4(f + 2C3).

Proof. This is essentially a parabolic version of Yau’s gradient estimate in [Yau75]
(see also [ScYau94]).

First of all, from |∇f |2 = gij̄∂if∂j̄f , the NKRF, and (6.6), we obtain

∂

∂t
|∇f |2 = (Rij̄ − gij̄)∂if∂j̄f + gij̄(∂ift∂j̄f + ∂if∂j̄ft)

= gij̄ [∂i(∆f)∂j̄f + ∂if∂j̄(∆f)] +Rc(∇f,∇f) + |∇f |2.

On the other hand, the Bochner formula gives us

∆|∇f |2 = |∇∇̄f |2 + |∇∇f |2 + gij̄ [∂i(∆f)∂j̄f + ∂if∂j̄(∆f)] +Rc(∇f,∇f).

Hence, we have

∂

∂t
|∇f |2 = ∆|∇f |2 − |∇∇̄f |2 − |∇∇f |2 + |∇f |2. (6.18)

Also, by (6.2), we have

|Rc|2 + n− 2R = |∇∇̄f |2. (6.19)

Thus, from the evolution equation on R, we have

∂

∂t
R ≤ ∆R+ |∇∇̄f |2 +R
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Therefore, for any α ≥ 0, we obtain

∂

∂t
(|∇f |2 + αR) ≤ ∆(|∇f |2 + αR) − (1 − α)(|∇∇̄f |2 + |∇∇f |2) + (|∇f |2 + αR).

(6.20)
Next, take B = 2C3 so we have f +B > 1, and set

u =
|∇f |2 + αR

f +B
. (6.21)

Then, we have

ut =
(|∇f |2 + αR)t

f +B
− u

(f +B)
ft

and

∇u =
1

f +B
∇(|∇f |2 + αR) − |∇f |2 + αR

(f +B)2
∇f. (6.22)

On the other hand, since |∇f |2 + αR = u(f +B), we have

∆(|∇f |2 + αR) = (f +B)∆u+ u∆f + ∇u · .∇̄f + ∇̄u · .∇f

or

∆u =
∆(|∇f |2 + αR)

f +B
− u∆f

f +B
− ∇u · ∇̄f + ∇̄u · ∇f

f +B
.

Therefore,

ut ≤ ∆u−(1−α)
(|∇∇̄f |2 + |∇∇f |2)

f +B
+
∇u · ∇̄f + ∇̄u · ∇f

f +B
+
B − a(t)

f +B
u. (6.23)

Notice, by (6.22), we have

∇u · ∇̄f =
1

f +B
∇(|∇f |2 + αR) · ∇̄f − (|∇f |2 + αR)|∇f |2

(f +B)2
. (6.24)

Now the trick (see, e.g., p. 19 in [ScYau94]) is to use (6.24) and express

∇u · ∇̄f
f +B

= (1− 2ϵ)
∇u · ∇̄f
f +B

+ 2ϵ

(
∇(|∇f |2 + αR) · ∇̄f

f +B
− |∇f |2(|∇f |2 + αR)

(f +B)2

)
.

(6.25)
We are ready to conclude the proof of Lemma 5.6.5.

Part (a): Take α = 0 so that u = |∇f |2/(f +B). By plugging (6.25) into (6.23),
we get

ut ≤ ∆u− (1 − 4ϵ)
|∇∇̄f |2 + |∇∇f |2

f +B
+ (1 − 2ϵ)

∇u · ∇̄f + ∇̄u · ∇f
f +B

− ϵ

f +B

(
|2∇∇̄f −∇f∇̄f |2 + |2∇∇f −∇f∇f |2

)
+

1

(f +B)

(
−2ϵu2 + (B − a)u

)
.
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For any T > 0, suppose u attains its maximum at (x0, t0) on Xn × [0, T ], then

ut(x0, t0) ≥ 0, ∇u(x0, t0) = 0, and ∆u(x0, t0) ≤ 0. (6.26)

Thus, by choosing ϵ = 1/8, we arrive at

u(x0, t0) ≤ 4(B − a).

Therefore, since T > 0 is arbitrary, we have shown that

|∇f |2

f +B
≤ 8C3 + 4C2 (6.27)

on Xn × [0,∞).

Part (b): Choose α = 1/2 so that

u =
|∇f |2 +R/2

f +B
.

Then, from (6.23) and (6.19), we obtain

ut ≤ ∆u− 1

2

|Rc|2 − 2R

f +B
+

∇u · ∇̄f + ∇̄u · ∇f
f +B

+
B − a

f +B
u.

Again, for any T > 0, suppose u attains its maximum at (x0, t0) on Xn × [0, T ].
Then (6.26) holds, and hence

0 ≤ − 1

2n

(
R

f +B

)2

(x0, t0)+
R

f +B
(x0, t0)

(
1 +

B − a

2(f +B)

)
+(8C3+4C2)(B−a).

Here we have used the fact that |Rc|2 ≥ R2/n, 2f + B ≥ 0, f + B ≥ 1, and
(6.27). It then follows easily that R

f+B (x0, t0) is bounded from above uniformly.

Therefore, by Part (a), R
f+B (x, t) is bounded uniformly on Xn×[0, T ] for arbitrary

T > 0. �

Clearly, Lemma 5.6.5 (a) implies that
√
f + 2C3 is Lipschitz. From now on

we assume the Ricci potential f(·, t) attains its minimum at a point x̂ ∈ Xn, i.e.,
f(x̂, t) = minX f(·, t). Then, by (6.3), we know

f(x̂, t) ≤ C

for some C > 0 independent of t.

Corollary 5.6.6. There exists a constant C > 0 such that ∀t > 0 and ∀x ∈ X,

(i) f(x, t) ≤ C[1 + d2t (x̂, x)];

(ii) |∇f |2(x, t) ≤ C[1 + d2t (x̂, x)];

(iii) R(x, t) ≤ C[1 + d2t (x̂, x)].
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Proof. Set h = f + 2C2 > 0. Then, from Lemma 5.6.5 (i), we see that
√
h is a

Lipschitz function satisfying
|∇

√
h|2 ≤ C4.

Hence, ∀x ∈ Xn,

|
√
h(x, t) −

√
h(x̂, t)| ≤ Cdt(x̂, x),

or √
h(x, t) ≤

√
h(x̂, t) + Cdt(x̂, x).

Thus, we obtain a uniform upper bound

f(x, t) ≤ h(x, t) ≤ C(d2t (x̂, y) + 1)

for some constant C > 0 independent of t. Now (ii) and (iii) follow immediately
from (i) and Lemma 5.6.5. �

By Lemma 5.6.2 and Corollary 5.6.6, it remains to prove the following uni-
form diameter bound.

Lemma 5.6.7. There exists a constant C5 > 0 such that

diamt(X)=:diam(Xn, gij̄(t)) ≤ C5

for all t ≥ 0.

Proof. For each t > 0, denote by At(k1, k2) the annulus region defined by

At(k1, k2) = {z ∈ X : 2k1 ≤ dt(x, x̂) ≤ 2k2}, (6.28)

and by
Vt(k1, k2) = Vol(At(k1, k2)) (6.29)

with respect to gij̄(t).

Note that each annulus At(k, k + 1) contains at least 22k balls Br of radius
r = 2−k. Also, for each point x ∈ At(k, k + 1), Corollary 5.6.6 (iii) implies that
the scalar curvature is bounded above by R ≤ C22k on Bt(x, r) for some uniform
constant C > 0. Thus each of these balls Br has Vol(Br) ≥ κ(2−k)2n by Theorem
5.4.8, so we have

Vt(k, k + 1) ≥ κ22k−12−kn. (6.30)

Claim 6.1: For each small ϵ > 0, there exists a large constant D = D(ϵ) > 0
such that if diamt(X) > D, then one can find large positive constants k2 > k1 > 0
with the following properties:

Vt(k1, k2) ≤ ϵ (6.31)

and
Vt(k1, k2) ≤ 210nVt(k1 + 2, k2 − 2). (6.32)
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Proof. (a) follows from the fact that Vt(X
n) = V0(X

n) and the assumption
diamt(X) >> 1.

Now suppose (a) holds but not (b), i.e.,

Vt(k1, k2) > 210nVt(k1 + 2, k2 − 2).

Then we consider whether or not

Vt(k1 + 2, k2 − 2) ≤ 210nVt(k1 + 4, k2 − 4).

If yes, then we are done. Otherwise we repeat the process.
After j steps, we either have

Vt(k1 + 2(j − 1), k2 − 2(j − 1)) ≤ 210njVt(k1 + 2j, k2 − 2j), (6.33)

or
Vt(k1, k2) > 210njVt(k1 + 2j, k2 − 2j). (6.34)

Without loss of generality, we may assume k1 + 2j ≈ k2 − 2j by choosing a large
number K > 0 and pick k1 ≈ K/2, k2 ≈ 3K/2. Then, when j ≈ K/4 and using
(6.30), this implies that

ϵ ≥ Vt(k1, k2) ≥ 210nK/4Vt(K,K + 1) ≥ κ22K(n/4−1).

So after some finitely many steps j ≈ K(ϵ)/4, (6.33) must hold. Therefore, we
have found k1 and k2 ≈ 3k1 satisfying both (6.31) and (6.32). �

Claim 6.2: There exist constants r1 > 0 and r2 > 0, with r1 ∈ [2k1 , 2k1+1] and
r2 ∈ [2k2 , 2k2+1], such that∫

At(r1,r2)
RdVt ≤ CVt(k1, k2). (6.35)

Proof. First of all, since

d

dr
Vol(B(r)) = Vol(S(r),

we have

V (k1, k1 + 1) =

∫ 2k1+1

2k1
Vol(S(r))dr.

Here Sr denotes the geodesic sphere of radius r centered at x̂ with respect to
gij̄(t). Hence, we can choose r1 ∈ [2k1 , 2k1+1] such that

Vol(Sr1) ≤ Vt(k1, k2)

2k1
,

for otherwise

V (k1, k1 + 1) >
Vt(k1, k2)

2k1
2k1 = Vt(k1, k2),
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a contradiction because k2 > k1 + 1. Similarly, there exists r2 ∈ [2k2−1, 2k2 ] such
that

Vol(Sr2) ≤ Vt(k1, k2)

2k2
.

Next, by integration by parts and Corollary 5.6.6(ii),

|
∫
At(r1,r2)

∆f | ≤
∫
Sr1

|∇f | +

∫
Sr2

|∇f |

≤ Vt(k1, k2)

2k1
C2k1+1 +

Vt(k1, k2)

2k2
C2k2+1

≤ CVt(k1, k2).

Therefore, since R+ ∆f = n, it follows that∫
At(r1,r2)

RdVt ≤ CVt(k1, k2),

proving Claim 6.2. �
Now we argue by contradiction to finish the proof: Suppose diamt(X

n) is
unbounded for 0 ≤ t < ∞. Then, for any sequence ϵi → 0, there exists a time

sequence {ti} → ∞ and k
(i)
2 > k

(i)
1 > 0 for which Claim 6.1 holds. Pick smooth

cut-off functions 0 ≤ ζi(s) ≤ 1 defined on R such that

ζi(s) =


1, 2k

(i)
1 +2 ≤ s ≤ 2k

(i)
2 −2,

0, outside [r
(i)
1 , r

(i)
2 ],

and |ζ ′| ≤ 1 everywhere. Here r
(i)
1 ∈ [2k

(i)
1 , 2k

(i)
1 +1] and r

(i)
2 ∈ [2k

(i)
2 −1, 2k

(i)
2 ] are

chosen as in Claim 6.2. Define

ui = eLiζi(dti(x, x̂i)),

where f(x̂i, ti) = minX f(·, ti) and the constant Li is chosen so that

(2π)n =

∫
X
u2i dVti = e2Li

∫
A(r

(i)
1 ,r

(i)
2 )

ζ2i dVti . (6.36)

Note that by Claim 6.1, Vti(k
(i)
1 , k

(i)
2 ) ≤ ϵi → 0. Hence (6.36) implies Li → ∞.

Now, by Lemma 5.4.7 and similar to the proof of Theorem 5.4.6, we have

µ(g(0), 1) ≤ µ(g(ti), 1)

≤ (2π)−n
∫
X

(Ru2i + 4|∇ui|2 − u2i log u2i − 2nu2i )dVti

= (2π)−ne2Li

∫
Ati (r

(i)
1 ,r

(i)
2 )

(Rζ2i + 4|ζ ′i|2 − ζ2i log ζ2i − 2Lζ2i − 2nζ2i )dVti

= −2(L+ n) + (2π)−ne2Li

∫
Ati (r

(i)
1 ,r

(i)
2 )

(Rζ2i + 4|ζ ′i|2 − ζ2i log ζ2i )dVti .
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Now, by Claim 6.2 and Claim 6.1, we have

e2Li

∫
Ati (r

(i)
1 ,r

(i)
2 )

Rζ2i dVti ≤ Ce2LiVti(k
(i)
1 , k

(i)
2 )

≤ Ce2Li210nVti(k
(i)
1 + 2, k

(i)
2 − 2)

≤ C210n
∫
Ati (r

(i)
1 ,r

(i)
2 )

u2i dVti ≤ C210n(2π)n.

On the other hand, using |ζ ′i| ≤ 1 and −s log s ≤ e−1 for 0 ≤ s ≤ 1, we also have

e2Li

∫
Ati (r

(i)
1 ,r

(i)
2 )

(4|ζ ′i|2 − 2ζ2i log ζi)dVti ≤ Ce2LiV (k
(i)
1 , k

(i)
2 )

≤ C210n(2π)n.

Therefore,
µ(g(0), 1) ≤ −2(Li + n) + C

for some uniform constant C > 0. But this is a contradiction to {Li} → ∞. �

5.7 Remarks on the formation of singularities in KRF

Consider a solution gij(t) to the Ricci flow

∂gij(t)

∂t
= −2Rij(t)

on M × [0, T ), T ≤ +∞, where either M is compact or at each time t the metric
gij(t) is complete and has bounded curvature. We say that gij(t) is a maximal
solution of the Ricci flow if either T = +∞ or T < +∞ and the norm of its
curvature tensor |Rm| is unbounded as t→ T . In the latter case, we say gij(t) is
a singular solution to the Ricci flow with singular time T . We emphasize that by
singular solution gij(t) we mean the curvature of gij(t) is not uniformly bounded
on Mn × [0, T ), while Mn is a smooth manifold and gij(t) is a smooth complete
metric for each t < T .

As in the minimal surface theory and harmonic map theory, one usually tries
to understand the structure of a singularity by rescaling the solution (or blow
up) to obtain a sequence of solutions and study its limit. For the Ricci flow, the
theory was first developed by Hamilton in [Ham95a] and further improved by
Perelman [Per02, Per03q].

Now we apply Hamilton’s theory to investigate singularity formations of KRF
(2.1) on compact Fano manifolds. Consider a (maximal) solution ĝij̄(s) to KRF
(2.1) on Xn × [0, 1) and the corresponding solution gij̄(t) to NKRF (2.5) on
Xn × [0,∞), and let us denote by

K̂max(s) = max
X

|R̂m(·, s)|g̃(s) and Kmax(t) = max
X

|Rm(·, t)|g(t).
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According to Hamilton [Ham95a], one can classify maximal solutions to KRF
(2.1) on any compact Fano manifold Xn into Type I and Type II:

Type I: lim sups→1(1 − s)K̂max(s) < +∞;

Type II: lim sups→1(1 − s)K̂max(s) = +∞.

On the other hand, by Corollary 5.2.5, K̂max(s) and Kmax(t) are related by

(1 − s)K̂max(s) = Kmax(t(s)).

Thus, we immediately get

Lemma 5.7.1. Let ĝij̄(s) be a solution to KRF (2.1) on Xn × [0, 1) and gij̄(t)
be the corresponding solution to NKRF (2.5) on Xn × [0,∞). Then,

(a) ĝij̄(s) is a Type I solution if and only if gij̄(t) is a nonsingular solution,
i.e., Kmax(t) ≤ C for some constant C > 0 for all t ∈ [0,∞);

(b) ĝij̄(s) is a Type II solution if and only if gij̄(t) is a singular solution.

For each type of (maximal) solutions ĝij̄(s) to KRF (2.1) or the corresponding
solutions gij̄(t) for NKRF (2.5), following Hamilton [Ham95a] (see also Chapter
4 of [CZ06]) we define a corresponding type of limiting singularity models.

Definition 5.7.2. A solution g∞
ij̄

(t) to KRF on a complex manifold Xn
∞ with

complex structure J∞, where either Xn
∞ is compact or at each time t the Kähler

metric g∞
ij̄

(t) is complete and has bounded curvature, is called a Type I or Type
II singularity model if it is not flat and of one of the following two types:

Type I: g∞
ij̄

(t) exists for t ∈ (−∞,Ω) for some Ω with 0 < Ω < +∞ and

|Rm∞|(x, t) ≤ Ω/(Ω − t)

everywhere on Xn
∞ × (−∞,Ω) with equality somewhere at t = 0;

Type II: g∞
ij̄

(t) exists for t ∈ (−∞,+∞) and

|Rm∞|(x, t) ≤ 1

everywhere on Xn
∞ × (−∞,Ω) with equality somewhere at t = 0.

With the help of the strong κ-noncollapsing theorem, we can apply Hamilton’s
Type I and Type II blow up arguments to get the following result, a Kähler analog
of Theorem 16.2 in [Ham95a]:

Theorem 5.7.3. For any (maximal) solution ĝij̄(s), 0 ≤ s < 1, to KRF (2.1) on
compact Fano manifold Xn (or the corresponding solution gij̄(t) to NKRF (2.5)
on Xn × [0,∞)), which is of either Type I or Type II, there exists a sequence of
dilations of the solution which converges in C∞

loc topology to a singularity model
(Xn

∞, J∞, g
∞(t)) of the corresponding Type. Moreover, the Type I singularity

model (Xn
∞, J∞, g

∞(t)) is compact with Xn
∞ = Xn as a smooth manifold, while

the Type II singularity model (Xn
∞, J∞, g

∞(t)) is complete noncompact.
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Proof. Type I case: Let

Ω =: lim sup
t→1

(1 − s)K̂max(s) < +∞.

First we note that Ω > 0. Indeed by the evolution equation of curvature,

d

ds
K̂max(s) ≤ Const · K̂2

max(s).

This implies that
K̂max(s) · (1 − s) ≥ Const > 0,

because
lim sup
t→1

K̂max(s) = +∞.

Thus Ω must be positive.
Next we choose a sequence of points xk and times sk such that sk → 1 and

lim
k→∞

(1 − sk)|R̂m|(xk, sk) = Ω.

Denote by
Qk = |R̂m|(xk, sk).

Now translate the time so that sk becomes 0 in the new time, and dilate in space-
time by the factor Qk (time like distance squared) to get the rescaled solution

ĝ
(k)

ij̄
(t̂) = Qk ĝij̄(sk +Q−1

k t̂)

to the KRF
∂

∂t̂
ĝkij̄ = −2R̂

(k)

ij̄
,

where R̂
(k)

ij̄
is the Ricci tensor of ĝ

(k)

ij̄
, on the time interval [−Qksk, Qk(1 − sk)),

with

Qksk = sk|R̂m|(xk, sk) → ∞ and Qk(1 − sk) = (1 − sk)|R̂m|(xk, sk) → Ω.

For any ϵ > 0 we can find a time τ < 1 such that for s ∈ [τ, 1),

|R̂m| ≤ (Ω + ϵ)/(1 − s)

by the assumption. Then for t̂ ∈ [Qk(τ −sk), Qk(1−sk)), the curvature of ĝ
(k)

ij̄
(t̂)

is bounded by

|R̂m(k)| = Q−1
k |R̂m(ĝ)|

≤ Ω + ϵ

Qk(1 − s)
=

Ω + ϵ

Qk(1 − sk) +Qk(sk − s)

→ (Ω + ϵ)/(Ω − t̂), as k → +∞.
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With the above curvature bound and the injectivity radius estimates coming from
κ-noncollapsing, one can apply Hamilton’s compactness theorem (cf [Ham95a] or

Theorem 4.1.5 in [CZ06]) to get a subsequence of ĝ
(k)

ij̄
(t̂) which converges in the

C∞
loc topology to a limit metric g

(∞)

ij̄
(t) in the Cheeger sense on (Xn, J∞) for some

complex structure J∞ such that g
(∞)

ij̄
(t) is a solution to the KRF with t ∈ (−∞,Ω)

and its curvature satisfies the bound

|Rm(∞)| ≤ Ω/(Ω − t)

everywhere on Xn
∞ × (−∞,Ω) with the equality somewhere at t = 0.

Type II: Take a sequence Sk → 1 and pick space-time points (xk, sk) such
that, as k → +∞,

Qk(Sk − sk) = max
x∈X,s≤Sk

(Sk − s)|R̂m|(x, s) → +∞,

where again we denote by Qk = |R̂m|(xk, sk). Now translate the time and dilate
the solution as before to get

ĝ
(k)

ij̄
(t̂) = Qkĝij̄(sk +Q−1

k t̂),

which is a solution to the KRF and satisfies the curvature bound

|R̂m(k)| = Q−1
k |R̂m(ĝ)| ≤ (Sk − sk)

(Sk − s)

=
Qk(Sk − sk)

Qk(Sk − sk) − t̂
for t̂ ∈ [−Qksk, Qk(Sk − sk)).

Then as before, by applying Hamilton’s compactness theorem, there exists a

subsequence of ĝ
(k)

ij̄
(t̂) which converges in the C∞

loc topology to a limit metric

g
(∞)

ij̄
(t) in the Cheeger sense on a limiting complex manifold (Xn

∞, J∞) such that

g
(∞)

ij̄
(t) is a complete solution to the KRF with t ∈ (−∞,+∞), and its curvature

satisfies
|Rm(∞)| ≤ 1

everywhere on Xn
∞ × (−∞,+∞) and the equality holds somewhere at t = 0. �

Remark 5.7.4. The injectivity radius bound needed in Hamilton’s compactness
theorem is satisfied due to the “Little Loop Lemma”, which is a consequence of
Perelman’s κ-noncollapsing theorem.

Thanks to Perelman’s monotonicity of µ-entropy and the uniform scalar cur-
vature bound in Theorem 5.6.1, we can say more about the singularity models in
Theorem 5.7.3.

First of all, the following result on Type I singularity models of KRF (2.1) is
well-known.
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Theorem 5.7.5. Let g̃ij̄(s) be a Type I solution to KRF (2.1) on Xn× [0, 1) and
gij̄(t) be the corresponding nonsingular solution to NKRF (2.5) on Xn × [0,∞).

Then there exists a sequence {tk} → ∞ such that g
(k)

ij̄
(t) =:gij̄(t+tk) converges in

the Cheeger sense to a gradient shrinking Kähler-Ricci soliton g∞(t) on (Xn, J∞),
where J∞ is a certain complex structure on Xn, possibly different from J .

Proof. This is a consequence of Theorem 5.7.3, and the fact that every compact
Type I singularity model is necessarily a shrinking gradient Ricci soliton (see
[Se05], [SeT08] or p.662 of [PSSW08b]; also Corollary 1.2 in [CCZ03]). �

Next, for Type II solutions to the KRF we have the following two results,
which were known to Hamilton and the author [CH04] back in 20045, and were
also observed independently by Ruan-Zhang-Zhang [RZZ09].

Theorem 5.7.6. Let gij̄(t) be a singular solution to NKRF (2.5) on Xn× [0,∞).

Then there exists a sequence {tk} → ∞ and rescaled solution metrics g(k)(t) to
KRF such that (Xn, J, g(k)(t)) converges in the Cheeger sense to some noncom-
pact limit (Xn

∞, J∞, g∞(t)), −∞ < t <∞, with the following properties:

(i) g∞(t) is Calabi-Yau (i.e, Ricci flat Kähler);

(ii) |Rm|g∞(t)(x, t) ≤ 1 everywhere and with equality somewhere at t = 0;

(iii) (Xn
∞, g∞(t)) has maximal volume growth: for any x0 ∈ Xn

∞ there exists a
positive constant c > 0 such that

Vol(B(x0, r)) ≥ cr2n, for all r > 0.

Proof. This is an immediate consequence of Theorem 5.7.3 and Theorem 5.6.1 (i).
Indeed, Theorem 5.7.3 implies the existence of a noncompact Type II singularity
model (Xn

∞, J∞, g∞(t)) satisfying property (ii). Property (iii) follows from the
factor that the κ-noncollapsing property for KRF or NKRF in Theorem 5.4.8
is dilation invariant, hence (4.17) and (4.18) holds for each rescaled solution on
larger and larger scales for the same κ > 0, hence the maximal volume growth in
the limit of dilations. Finally, for property (i), note that the scalar curvature R
of gij̄(t) is uniformly bounded on X × [0,∞) by Theorem 5.6.1 and the rescaling
factors go to infinite, so we have R∞ = 0 everywhere in the limit of dilations.
On the other hand, since g∞

ij̄
(t) is a solution to KRF, R∞ satisfies the evolution

equation
∂

∂t
R∞ = ∆R∞ + |Rc∞|2.

Thus, we have |Rc∞|2 = 0 everywhere hence g∞ is Ricci-flat. �

5Theorem 5.7.6 and Theorem 5.7.7 were observed by Hamilton and the author during the
IPAM conference “Workshop on Geometric Flows: Theory and Computation” in February, 2004.
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Theorem 5.7.7. Let X2 be a Del Pezzo surface (i.e., a Fano surface) and let
gij̄(t) be a singular solution to NKRF (2.5) on X2 × [0,∞). Then the Type II
limit space (X2

∞, J∞, g∞) in Theorem 5.7.6 is a non-compact Calabi-Yau space
satisfies the following properties:

(a) |Rm|g∞ ≤ 1 everywhere on X2
∞ and with equality somewhere;

(b) (X2
∞, g∞) has maximal volume growth: for any x0 ∈ X2

∞ there exists a
positive constant c > 0 such that

Vol(B(x0, r)) ≥ cr4, for all r > 0;

(c)
∫
X2

∞
|Rm(g∞)|2dV∞ <∞.

Proof. Clearly, we only need to verify property (c). But this follows from the
facts the integral ∫

X2

|Rm|2(x, t)dVt

is dilation invariant in complex dimension n = 2 (real dimension 4); that it differs
from

∫
X R

2dVt up to a constant depending only on the Kähler class of g(0) and the
Chern classes c1(X) and c2(X) (cf. Proposition 1.1 in [Cal82]); and that, before
the dilations,

∫
X R

2dVt is uniformly bounded for all t ∈ [0,∞) by Theorem 5.6.1
(i). �

Remark 5.7.8. The work of Bando-Kasue-Nakajima [BKN89] implies that Calabi-
Yau surfaces satisfying conditions (b) and (c) are asymptotically locally Euclidean
(ALE) of order 4.

Remark 5.7.9. Kronheimer [Kron89] has classified ALE Hyper-Kähler surfaces
(i.e., simply connected ALE Calabi-Yau surfaces).



Chapter 6

Convergence of the normalized
Kähler-Ricci flow on Fano
manifolds

Vincent Guedj1

Introduction

Let X be a Fano manifold, i.e. a compact (connected) complex projective alge-
braic manifold whose first Chern class c1(X) is positive, i.e. can be represented
by a Kähler form. It has been an open question for decades to understand when
such a manifold admits a Kähler-Einstein metric, i.e. if we can find a Kähler
form ωKE ∈ c1(X) such that

Ric(ωKE) = ωKE .

By comparison with the cases when c1(X) < 0 (or c1(X) = 0) treated in Song-
Weinkove lecture notes [SW], there is neither existence nor uniqueness in general
of Kähler-Einstein metrics in the Fano case.

After the spectacular progress in Ricci flow techniques, it has become a nat-
ural question to wonder whether the Ricci flow could help in understanding this
problem. The goal of this series of lectures is to sketch the proof of an important
result in this direction, which is due to Perelman:

Theorem. [Perelman, seminar talk at MIT, 2003]
Let X be a Fano manifold which admits a unique Kähler-Einstein metric ωKE.

Fix ω0 ∈ c1(X) an arbitrary Kähler form. Then the normalized Kähler-Ricci flow

∂ωt
∂t

= −Ric(ωt) + ωt

1Institut Universitaire de France & Institut Mathématiques de Toulouse, Université Paul
Sabatier, 31062 Toulouse cedex 09, France.
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converges, as t→ +∞, in the C∞-sense to ωKE.

In other words, the normalized Kähler-Ricci flow detects the (unique) Kähler-
Einstein metric if it exists.

This result has been generalized by Tian and Zhu [TZ07] to the case of Kähler-
Ricci soliton. Other generalizations by Phong and his collaborators can be found
in [PS10]. We follow here a slightly different path, using pluripotential techniques
to establish a uniform C0-a priori estimate along the flow.

All proofs rely on deep estimates due to Perelman. These are explained in
Cao’s lectures [Cao], to which we refer the reader.

Nota Bene. These notes are written after the lectures the author delivered
at the third ANR-MACK meeting (24-27 october 2011, Marrakech, Morocco).
There is no claim of originality. As the audience consisted of non specialists, we
have tried to make these lecture notes accessible with only few prerequisites.

Acknowledgements. It is a pleasure to thank D.H.Phong for patiently explain-
ing several aspects of the proof of this result.

6.1 Background

6.1.1 The Kähler-Einstein equation on Fano manifolds

Let X be an n-dimensional Fano manifold and fix ω ∈ c1(X) an arbitrary Kähler
form. If we write locally

ω =
∑

ωαβ
i

π
dzα ∧ dzβ,

then the Ricci form of ω is

Ric(ω) := −
∑ ∂2 log (detωpq)

∂zα∂zβ

i

π
dzα ∧ dzβ.

Observe that Ric(ω) is a closed (1, 1)-form on X such that for any other
Kähler form ω′ on X, the following holds globally:

Ric(ω′) = Ric(ω) − ddc
[
logω′n/ωn

]
.

Here d = ∂ + ∂ and dc = (∂ − ∂)/2iπ are both real operators.
In particular Ric(ω′) and Ric(ω) represents the same cohomology class, which

turns out to be c1(X).

The associated complex Monge-Ampère equation

Since we have picked ω ∈ c1(X), it follows from the ddc-lemma that

Ric(ω) = ω − ddch
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for some smooth function h ∈ C∞(X,R) which is uniquely determined, up to an
additive constant. We normalize h by asking for∫

X
e−hωn = V :=

∫
X
ωn = c1(X)n.

We look for ωKE = ω + ddcφKE a Kähler form such that Ric(ωKE) = ωKE .
Since Ric(ωKE) = Ric(ω) − ddc log(ωnKE/ω

n), an easy computation shows that

ddc{log(ωnKE/ω
n) + φKE + h} = 0.

Since pluriharmonic functions are constant on X (by the maximum principle),
we infer
(MA) (ω + ddcφKE)n = e−φKEe−h+Cωn

for some normalizing constant C ∈ R. Solving Ric(ωKE) = ωKE is thus equivalent
to solving the above complex Monge-Ampère equation (MA).

Known results

When n = 1, X is the Riemann sphere CP1 and (a suitable multiple of) the
Fubini-Study Kähler form is a Kähler-Einstein metric.

When n = 2 it is not always possible to solve (MA). In this case X is a
DelPezzo surface, biholomorphic either to CP1 × CP1 or CP2 which both admit
the (product) Fubini-Study metric as a Kähler-Einstein metric, or else to Xr,
the blow up of CP2 at r points in general position, 1 ≤ r ≤ 8. Various authors
(notably Yau, Siu, Tian, Nadel) have studied the Kähler-Einstein problem on
DelPezzo surfaces in the eighties. The final and difficult step was done by Tian
who proved the following:

Theorem 6.1.1. [Tian90] The DelPezzo surface Xr admits a Kähler-Einstein
metric if and only if r ̸= 1, 2.

The interested reader will find an up-to-date proof of this result in [Tos12].
The situation becomes much more difficult and largely open in higher di-

mension. There is a finite but long list (105 families) of Fano threefolds2. It is
unknown, for most of them, whether they admit or not a Kähler-Einstein met-
ric. Among them, the Mukai-Umemura manifold is particularly interesting: this
manifold admits a Kähler-Einstein metric as was shown by Donaldson [Don08],
and there are arbitrary small deformations of it which do (resp. do not) admit a
Kähler-Einstein metric as shown by Donaldson (resp. Tian)3.

There are even more families in dimension n ≥ 4. Those which are toric
admit a Kähler-Einstein metric if and only if the Futaki invariant vanishes (see
[WZ04]), the non-toric case is essentially open and has motivated an important
conjecture of Yau-Tian-Donaldson (see [PS10]).

2The lecture at the workshop by S.Lamy was devoted to the classification of special weak-
Fano threefolds, see [BL11].

3This problem was addressed during the workshop in a series of lectures by A.Broustet and
S.DiVerio who followed [Tian97, Don08].
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Uniqueness issue

Bando and Mabuchi have shown in [BM87] that any two Kähler-Einstein metrics
on a Fano manifold can be connected by the holomorphic flow of a holomorphic
vector field. This result has been generalized recently by Berndtsson [Bern11].
We shall make in the sequel the simplifying assumption that X does not admit
non-zero holomorphic vector field, so that it admits a unique Kähler-Einstein
metric, if any.

6.1.2 The analytic criterion of Tian

Given φ : X → R ∪ {−∞} an upper semi-continuous function, we say that φ is
ω-plurisubharmonic (ω-psh for short) and write φ ∈ PSH(X,ω) if φ is locally
given as the sum of a smooth and a plurisubharmonic function, and ω+ddcφ ≥ 0
in the weak sense of currents. Set

E(φ) :=
1

(n+ 1)V

n∑
j=0

∫
X
φ(ω + ddcφ)j ∧ ωn−j .

We let the reader check, by using Stokes formula, that

d

dt
E(φ+ tv)|t=0 =

∫
X
vMA(φ), where MA(φ) := (ω + ddcφ)n/V.

The functional E is thus a primitive of the complex Monge-Ampère operator, in
particular φ 7→ E(φ) is non-decreasing since E′ = MA ≥ 0.

Definition 6.1.2. We set

F(φ) := E(φ) + log

[∫
X
e−φ−hωn

]
.

The reader will check that φ is a critical point of the functional F if and only if

MA(φ) =
e−φ−hωn∫
X e

−φ−hωn

so that ω + ddcφ is Kähler-Einstein. Observe that F(φ + C) = F(φ), for all
C ∈ R, thus F is actually a functional acting on the metrics ωφ := ω + ddcφ. It
is natural to try and extremize the functional F . This motivates the following:

Definition 6.1.3. We say that F is proper4 if F(φj) → −∞ whenever φj ∈
PSH(X,ω) ∩ C∞(X) is such that E(φj) → −∞ and

∫
X φjω

n = 0.

The importance of this notion was made clear in a series of works by Ding
and Tian in the 90’s, culminating with the following deep result5 of [Tian97]:

Theorem 6.1.4 (Tian 97). Let X be a Fano manifold with no holomorphic vector
field. There exists a Kähler-Einstein metric if and only if F is proper.

4The properness of F is related to the so-called Moser-Trudinger inequality which was the
subject of the lecture by Berndtsson at the workshop (see [BerBer11].

5The technically involved proof of this result was explained at the workshop by S.Boucksom
in a series of lectures, following [Tian97] and some refinements from [PSSW08a].
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6.1.3 The Kähler-Ricci flow approach

The Ricci flow is the parabolic evolution equation

(KRF )
∂ωt
∂t

= −Ric(ωt) with initial data ω0.

When ω0 is a Kähler form, so is ωt, t > 0 hence it is called the Kähler-Ricci flow.

Long time existence

The short time existence is guaranteed by standard parabolic theory (see C.Imbert’s
lectures [ImbSilv]): in the Kähler context, this translates into a parabolic scalar
equation as we explain below.

It is more convenient to analyze the long time existence by considering the
normalized Kähler-Ricci flow, namely

(NKRF )
∂ωt
∂t

= −Ric(ωt) + ωt.

One passes from (KRF) to (NKRF) by changing ω(t) in etω(1 − e−t). At the
level of cohomology classes,

d{ωt}
dt

= −c1(X) + {ωt} ∈ H1,1(X,R)

therefore {ωt} ≡ c1(X) is constant if we start from ω0 ∈ c1(X). This justifies the
name (normalized KRF) since in this case

volωt(X) = volω0(X) = c1(X)n

is constant. Note that the volume blows up exponentially fast if {ω0} > c1(X).

Theorem 6.1.5 (Cao 85). Let X be a Fano manifold and pick a Kähler form
ω0 ∈ c1(X). Then the normalized Kähler-Ricci flow exists for all times t > 0.

We will indicate the proof of this result, although it is already essentially
contained in the lecture notes by Song and Weinkove [SW].

The main issue is then whether (ωt) converges as t → +∞. Hopefully
∂ωt/∂t → 0 and ωt → ωKE such that Ric(ωKE) = ωKE . We can now formulate
Perelman’s result as follows:

Theorem 6.1.6 (Perelman 03). Let X be a Fano manifold and pick an arbitrary
Kähler form ω0 ∈ c1(X). If F is proper, then the normalized Kähler-Ricci flow
(ωt) converges, as t→ +∞, towards the unique Kähler-Einstein metric ωKE.

Remark 6.1.7. It turns out that the properness assumption insures that there can
be no holomorphic vector field, hence the Kähler-Einstein metric (which exists
by Tian’s result) is unique (by Bando-Mabuchi’s result).

The situation is much more delicate in the presence of holomorphic vector
fields. The convergence of the (NKRF) for instance is unclear on the projective
space CPn, n ≥ 2 (for n = 1, the problem is already non-trivial and was settled
by Hamilton [Ham88] and Chow [Chow91]).
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Reduction to a scalar parabolic equation

Let ω = ω0 ∈ c1(X) denote the initial data. Since ωt is cohomologous to ω, we
can find φt ∈ PSH(X,ω) a smooth function such that ωt = ω + ddcφt. The
function φt is defined up to a time dependent additive constant. Then

d{ωt}
dt

= ddcφ̇t = −Ric(ωt) + ω + ddcφt,

where φ̇t := ∂φt/∂t. Let h ∈ C∞(X,R) be the unique function such that

Ric(ω) = ω − ddch, normalized so that

∫
X
e−hωn = V.

We also consider ht ∈ C∞(X,R) the unique function such that

Ric(ωt) = ωt − ddcht, normalized so that

∫
X
e−htωnt = V.

It follows that Ric(ωt) = ω − ddch− ddc log (ωnt /ω
n), hence

ddc
{

log

(
ωnt
ωn

)
+ h+ φt − φ̇t

}
= 0,

therefore

(ω + ddcφt)
n = eφ̇t−φt−h+β(t)ωn,

for some normalizing constant β(t).

Observe also that ddcφ̇t = −Ric(ωt) + ωt = ddcht hence φ̇t(x) = ht(x) + α(t)
for some time dependent constant α(t). Our plan is to show the convergence of
the metrics ωt = ω+ ddcφt by studying the properties of the potentials φt, so we
should be very careful in the way we normalize the latter.

6.1.4 Plan of the proof

Step 1: Choice of normalization

We will first explain two possible choices of normalizing constants. Chen and
Tian have proposed in [CheT02] a normalization which has been most commonly
used up to now. We will emphasize an alternative normalization, which is most
likely the one used by Perelman6.

6In his seminar talk, Perelman apparently focused on his key estimates and did not say much
about the remaining details.
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Step 2: Uniform C0-estimate

Once φt has been suitably normalized, we will use the properness assumption to
show that there exists C0 > 0 such that

|φt(x)| ≤ C0, for all (x, t) ∈ X × R+.

This C0-uniform estimate along the flow is the one that fails when there is no
Kähler-Einstein metric. It is considered by experts as the core of the proof. We
will indicate a less standard proof, using pluripotential techniques.

Step 3: Uniform estimate for φ̇t

We will explain how to bound |φ̇t| uniformly in finite time, i.e. on X × [0, T ]. To
get a uniform bound for |φ̇t| on X × R+, one needs to invoke Perelman’s deep
estimates: the latter will not be explained here, but are sketched in Cao’s lectures
[Cao].

Step 4: Uniform C2-estimate

We will then show that |∆ωφt| ≤ C2 independent of (x, t) ∈ X ×R+, by a clever
use of the maximum principle for the Heat operator ∂

∂t −∆ωt . This is a parabolic
analogue of Yau’s celebrated Laplacian estimate. The constant C2 depends on
uniform bounds for φt and φ̇t, hence on Steps 2,3.

Step 5: Higher order estimate

At this stage one can either establish a parabolic analogue of Calabi’s C3-estimates
(global reasoning, see [PSS07]), or a complex version of the parabolic Evans-
Krylov theory (local arguments) to show that there exists α > 0 and C2,α > 0
such that

∥φt∥C2,α(X×R+) ≤ C2,α,

where the Sobolev norm has to be taken with respect to the parabolic distance

d ((x, y), (t, s)) := max{D(x, y),
√

|t− s|}.

We won’t say a word about these estimates in these notes. The reader will find a
neat treatment of the C3-estimates in Song-Weinkove lecture notes [SW], and an
idea of the Evans-Krylov approach in the real setting in Imbert’s lecture notes
[ImbSilv] (see [Gill11, ShW11] for the complex case).

With these estimates in hands, one can try and estimate the derivatives of the
curvature as in [SW] or simply invoke the parabolic Schauder theory to conclude
(using a bootstrapping argument) that there exists Ck > 0 such that

∥φt∥Ck(X×R+) ≤ Ck.
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Step 6: Convergence of the flow

At this point, we know that (φt) is relatively compact in C∞ and it remains to
show that it converges.

For the first normalization, an easy argument shows that φ̇t → 0. A differen-
tial Harnack inequality (à la Li-Yau) allows then to show that the flow converges
exponentially fast towards a Kähler-Einstein potential, which is thus the unique
cluster point by Bando-Mabuchi’s result.

For Perelman’s normalization, one can conclude by using the variational char-
acterization of the Kähler-Einstein metric: it is the unique maximizer of F .

6.2 Normalization of potentials

Recall that ωt is a solution of the normalized Kähler-Ricci flow (NKRF),

(NKRF )
∂ωt
∂t

= −Ric(ωt) + ωt

with initial data ω = ω0 ∈ c1(X). We let φt ∈ PSH(X,ω) ∩ C∞(X) denote
a potential for ωt, ωt = ω + ddcφt which is uniquely determined up to a time
dependent additive constant. It satisfies the complex parabolic Monge-Ampère
flow

φ̇t :=
∂φt
∂t

= log (ωnt /ω
n) + φt + h− β(t)

for some normalizing constant β(t) ∈ R.

6.2.1 First normalization

Observe that ddcφ0 = ω0 − ω = 0, hence φ0(x) ≡ c0 is a constant. The choice of
c0 will turn out to be crucial.

It is somehow natural to adjust the normalization of φt so that β(t) ≡ 0. This
amounts to replace φt by φt +B(t), where B solves the ODE B′−B = −β. Now

φ̇t :=
∂φt
∂t

= log (ωnt /ω
n) + φt + h

with φ0(x) ≡ c′0 = c0 + B(0). Since we can choose B(0) arbitrarily without
affecting this complex Monge-Ampère flow (in other words the transformation
φt 7→ φt + B(0)et leaves the flow invariant), we can still choose the value of
c′0 ∈ R. This choice is now clearly crucial, since two different choices lead to a
difference in potentials which blows up exponentially in time.

The Mabuchi functional

Recall that the scalar curvature of a Kähler form ω is the trace of the Ricci
curvature,

Scal(ω) := n
Ric(ω) ∧ ωn−1

ωn
.
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Its mean value is denoted by

Scal(ω) := V −1

∫
X

Scal(ω)ωn = n
c1(X) · {ω}n−1

{ω}n
.

The Mabuchi energy7 is defined by its derivative: if ωt = ω + ddcψt is any path
of Kähler forms within the cohomology class {ω}, then

dM(ψt)

dt
:= V −1

∫
X
ψ̇t

[
Scal(ωt) − Scal(ωt)

]
ωnt .

As we work here with ω ∈ c1(X), we obtain Scal(ωt) = n. Since

Ric(ωt) = ωt − ddcht,

we observe that

Scal(ωt) − Scal(ωt) = −∆ωtht := −ndd
cht ∧ ωn−1

t

ωnt
.

Recall now that ddcφ̇t = ddcht. Therefore along the normalized Kähler-Ricci
flow,

dM(φt)

dt
= − 1

V

∫
X
φ̇t∆ωt(φ̇t)ω

n
t = +

n

V

∫
X
dφ̇t ∧ dcφ̇t ∧ ωn−1

t ≥ 0.

We have thus proved the following important property:

Lemma 6.2.1. The Mabuchi energy is non-decreasing along the normalized Kähler-
Ricci flow. More precisely,

dM(φt)

dt
=
n

V

∫
X
dφ̇t ∧ dcφ̇t ∧ ωn−1

t ≥ 0.

We explain hereafter (see Proposition 6.2.5) that the Mabuchi functional is
bounded from above if and only if the F-functional introduced above is so. The
previous computation therefore yields∫ +∞

0
∥∇tφ̇t∥2L2(X)dt < +∞.

One chooses c0 so as to guarantee that

a(t) :=
1

V

∫
X
φ̇tω

n
t
t→+∞−→ 0.

This convergence will be necessary to show the convergence of the flow (see the
discussion before Lemma 1 in [PSS07]).

7The Mabuchi energy is often denoted by K or ν in the literature; our sign convention is the
opposite of the traditional one, so we call it here M to avoid any confusion.
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Lemma 6.2.2. The function a(t) converges to zero as t→ +∞ iff we choose

φ0(x) ≡ c0 :=

∫ +∞

0
∥∇tφ̇t∥2L2(X)e

−tdt− 1

V

∫
X
h0 ω

n.

Proof. Observe that

a′(t) =
1

V

∫
X
φ̈tω

n
t +

n

V

∫
X
φ̇tdd

cφ̇t ∧ ωn−1
t = a(t) − dM(φt)

dt
.

Indeed

φ̈t =
d

dt

{
log

(
ωnt
ωn

)
+ φt + h0

}
= φ̇t + ∆ωtφ̇t

hence
∫
X φ̈tω

n
t =

∫
X φ̇tω

n
t . We can integrate this ODE and obtain

a(t) =

[
a0 −

∫ t

0
k′(s)e−sds

]
et,

where k(s) := M(φs). Since k is non decreasing and bounded from above, the
function k′(s)e−s is integrable on R+ and a(t) → 0 as t→ +∞ if and only if

a(0) =

∫ +∞

0
k′(s)e−sds.

Now a(0) = V −1
∫
X φ̇0ω

n = c0 + V −1
∫
X h0ω

n. The result follows. �

Conclusion

The first normalization amounts to considering the parabolic flow of potentials

φ̇t :=
∂φt
∂t

= log (ωnt /ω
n) + φt + h0

with constant initial potential

φ0(x) ≡ c0 :=

∫ +∞

0
∥∇tφ̇t∥2L2(X)e

−tdt− 1

V

∫
X
h0 ω

n.

This choice of initial potential being possible only when the Mabuchi functional
M is bounded from above, which is the case under our assumptions.

6.2.2 Perelman’s normalization ?

There is another choice of normalization which is perhaps more natural from a
variational point of view. Namely we choose

β(t) = log

[
1

V

∫
X
e−φt−h0ωn

]
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so that

φ̇t = log

[
MA(φt)

µt

]
,

where MA(φt) = (ω + ddcφt)
n/V and

µt :=
e−φt−h0ωn∫
X e

−φt−h0ωn

are both probability measures. This is the normalization used in [BBEGZ11].
Observe that changing further φt(x) in φt(x) +B(t) leaves both MA(φt) and

µt unchanged, but modifies φ̇t(x) into φ̇t(x) + B′(t). Thus we can only afford
replacing φt by φt − c0 so that φ0 ≡ 0.

The Ricci deviation

Recall that we have set Ric(ωt) = ωt − ddcht, with

1

V

∫
X
e−htωnt = 1.

We have observed that φ̇t(x) and ht(x) only differ by a constant (in space). Now

1

V

∫
X
e−φ̇tωnt =

∫
X
e−φ̇tMA(φt) = µt(X) = 1,

so that φ̇t ≡ ht with this choice of normalization. As we recall below, Perelman
has succeeded in getting uniform estimates on the Ricci deviations ht, these
estimates therefore apply immediately to the function φ̇t with our present choice
of normalization.

Monotonicity of the functionals along the flow

We have observed previously that the Mabuchi functional is non-decreasing along
the normalized Kähler-Ricci flow. Since this functional acts on metrics (rather
than on potentials), this property is independent of the chosen normalization.
The same holds true for the F functional:

Lemma 6.2.3. The F functional is non-decreasing along the normalized Kähler-
Ricci flow. More precisely,

dF(φt)

dt
= HMA(φt)(µt) +Hµt(MA(φt)) ≥ 0.

Here Hµ(ν) denotes the relative entropy of the probability measure ν with
respect to the probability measure µ. It is defined by

Hµ(ν) =

∫
X

log

(
ν

µ

)
dν
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if ν is absolutely continuous with respect to µ, and Hµ(ν) = +∞ otherwise. It
follows from the concavity of the logarithm that

Hµ(ν) = −
∫
X

log
(µ
ν

)
dν ≥ − log (µ(X)) = 0,

with strict inequality unless ν = µ.

Proof. Recall that F(φ) = E(φ) + log
[∫
X e

−φ−h0 ωn
]
, where E is a primitive of

the complex Monge-Ampère operator. We thus obtain along the NKRF,

dE(φt)

dt
=

∫
X
φ̇tMA(φt) =

∫
X

log

(
MA(φt)

µt

)
MA(φt) = Hµt(MA(φt)),

while
d log

[∫
X e

−φt−h0 ωn
]

dt
= −

∫
X
φ̇tdµt = HMA(φt)(µt).

This proves the lemma. �
Recall that in the first normalization, the initial constant c0 has been chosen

so that

a(t) :=
1

V

∫
X
φ̇tω

n
t =

∫
X
φ̇tMA(φt)

converges to zero as t→ +∞. We relate this quantity to the above functionals:

Lemma 6.2.4. Along the normalized Kähler-Ricci flow, one has

1

V

∫
X
φ̇tω

n
t =

1

V

∫
X
h0 ω

n + F(φt) −M(φt).

Observe that the right hand side only depends on ωt, while the left hand side
depends on the choice of normalization for φt. It is understood here that this
identity holds under the Perelman normalization.

Proof. Recall that

φ̇t = log(ωnt /ω
n) + φt + h0 + β(t), with β(t) = log

[
1

V

∫
X
e−φt−h0ωn

]
.

We let a(t) =
∫
X φ̇tMA(φt) denote the left hand side and compute

a′(t) =

∫
X
φ̈tMA(φt) −

dM(φt)

dt
,

where
φ̈t = ∆ωtφ̇t + φ̇t + β′(t).

Therefore

a′(t) = a(t) + β′(t) − dM(φt)

dt
=

d

dt
{F(φt) −M(φt)} ,

noting that a(t) = dE(φt)
dt .

The conclusion follows since a(0) = V −1
∫
X h0 ω

n while F(0) = M(0) = 0. �
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Mabuchi vs F

We now show that the Mabuchi energy and the F functional are bounded from
above simultaneously. This seems to have been noticed only recently (see [Li08,
CLW09]).

Proposition 6.2.5. Let X be a Fano manifold. The Mabuchi functional M is
bounded from above if and only if the F functional is so. If such is the case, then

supM = supF +

∫
X
h0
ωn

V
.

Proof. We have noticed in previous lemma, using Perelman’ normalization, that

M(φt) +
1

V

∫
X
φ̇tω

n
t = F(φt) +

1

V

∫
X
h0 ω

n.

It follows from Perelman’s estimates that φ̇t is uniformly bounded along the flow.
Thus M(φt) is bounded if and only if F(φt) is so. We assume such is the case.

The error term a(t) = 1
V

∫
X φ̇tω

n
t is non-negative, with

0 ≤ a(t) =
dE(φt)

dt
.

Since F(φt) = E(φt) + β(t) is bounded from above and t 7→ β(t) is increasing,
the energies t 7→ E(φt) are bounded from above as well. Thus

∫ +∞
a(t)dt < +∞,

hence there exists tj → +∞ such that a(tj) → 0. We infer

sup
t>0

M(φt) = sup
t>0

F(φt) +

∫
X
h0
ωn

V
.

�

Conclusion

The Perelman normalization amounts to consider the parabolic flow of potentials

φ̇t := log (ωnt /ω
n) + φt + h0 + log

[
1

V

∫
X
e−φt−h0ωn

]
,

with initial potential φ0 ≡ 0. Our plan is to show that when F is proper and
H0(X,TX) = 0, then φ̃t := φt−V −1

∫
X φtω

n converges, in the C∞-sense, towards
the unique function φKE such that

MA(φKE) =
e−φKE−hωn∫
X e

−φKE−hωn

and
∫
X φKEω

n = 0. This will imply that ωt smoothly converges towards the
unique Kähler-Einstein metric ωKE = ω + ddcφKE .
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6.2.3 Perelman’s estimates

We first explain how a uniform control on |φt(x)| in finite time easily yields a
uniform control in finite time on |φ̇t(x)|:

Proposition 6.2.6. Assume φt ∈ PSH(X,ω) ∩ C∞(X) satisfies

φ̇t = log

(
(ω + ddcφt)

n

ωn

)
+ φt + h0 + β(t),

with φ0 = 0, β(t) = log
[
1
V

∫
X e

−φt−h0ωn
]
. Then ∀(x, t) ∈ X × [0, T ],

e2T inf
X
h0 ≤ φ̇t(x) ≤ OscX(φt) + (n + 1)T + sup

X
h0.

Proof. Consider

H(x, t) := φ̇t(x) − φt(x) − (n+ 1)t− β(t),

and let (x0, t0) ∈ X × [0, T ] be a point at which H realizes its maximum.
Set ∆t := ∆ωt . Observe that φ̈t = φ̇t + ∆tφ̇t + β′(t) and estimate(

∂

∂t
− ∆t

)
H = ∆tφt − (n+ 1) ≤ −1,

where the latter inequality comes from the identity

∆tφt = n− n
ω ∧ ωn−1

t

ωnt
≤ n.

We infer that t0 = 0, hence for all (x, t) ∈ X × [0, T ],

H(x, t) ≤ H(x0, 0) = h0(x0) ≤ sup
X
h0,

thus
φ̇t(x) ≤ [sup

X
φt + β(t)] + (n+ 1)T + sup

X
h0.

The desired upper-bound follows by observing that β(t) ≤ − infX φt.
We use a similar reasoning to obtain the lower-bound, using the minimum

principle for the Heat operator ∂
∂t−∆t, instead of the maximum principle. Indeed

observe that (
∂

∂t
− ∆t

)
(φ̇t) = φ̇t + β′(t) ≥ φ̇t,

hence (
∂

∂t
− ∆t

)
(e−2tφ̇t) ≥ −e−2tφ̇t.

Let (x, 0, t0) ∈ X × [0, T ] be a point where e−2tφ̇t(x) realizes its minimum. If
t0 > 0, then

0 ≥
(
∂

∂t
− ∆t

)
(e−2tφ̇t)|(x0,t0) ≥ −e−2t0φ̇t0(x0)
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hence φ̇t(x) ≥ 0 for all (x, t). If t0 = 0, then

e−2tφ̇t(x) ≥ φ̇0(x0) = inf
X
h0 + β(0) = inf

X
h0.

The desired lower-bound follows, as infX h0 ≤ 0 since
∫
X e

−h0ωn = V . �
We let the reader check that similar bounds can be obtained for the first

normalization. These bounds are sufficient to prove Cao’s result [Cao85] (the
normalized Kähler-Ricci flow exists in infinite time), however they blow up as
t→ +∞ hence are too weak to study the convergence of the NKRF.

By using the monotonicity of his W-functional, together with a non-collapsing
argument, Perelman was able to prove the following deep estimate:

Theorem 6.2.7. There exists C1 > 0 such that for all (x, t) ∈ X × R+,

|φ̇t(x)| ≤ C1.

We refer the reader to [SeT08] for a detailed proof. A sketchy proof is also
provided in the Appendix of [TZ07], and more information can be found in [Cao].

6.3 C0-estimate

The main purpose of this section is to explain how to derive a uniform estimate on
|φt(x)|. We first show that this is an elementary task in finite time, and then use
the properness assumption and pluripotential tools to derive a uniform estimate
on X × R+. The latter estimate can not hold on Fano manifolds which do not
admit a Kähler-Einstein metric.

6.3.1 Control in finite time

Proposition 6.3.1. Assume φt ∈ PSH(X,ω) ∩ C∞(X) satisfies

φ̇t = log

(
(ω + ddcφt)

n

ωn

)
+ φt + h0 + β(t),

with φ0 = 0, β(t) = log
[
1
V

∫
X e

−φt−h0ωn
]
. Then ∀(x, t) ∈ X × [0, T ],

e2T inf
X
h0 ≤ φt(x) ≤ e4TOscX(h0).

Proof. Let (x0, t0) ∈ X×[0, T ] be a point at which the function (x, t) 7→ F (x, t) =
e−2tφt(x) realizes its maximum. If t0 = 0, we obtain

e−2tφt(x) ≤ φ0(x0) = 0, hence φt(x) ≤ 0.

If t0 > 0, then at (x0, t0) we have ddcF = e−2t0ddcφt0(x0) ≤ 0 hence

φ̇t0(x0) ≤ φt0(x0) + sup
X
h0 + β(t0),
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while

0 ≤ ∂F

∂t
= e−2t0 {φ̇t0(x0) − 2φt0(x0)} ≤ e−2t0

{
sup
X
h0 + β(t0) − φt0(x0)

}
.

The upper-bound follows by recalling that β is non-decreasing and

β(T ) ≤ − inf
X
φT ≤ e2T (− inf

X
h0),

assuming the lower-bound holds true.

The latter is proved along the same lines: looking at the point where F realizes
its minimum, we end up with a lower-bound

φt(x) ≥ e2T inf
X
h0 + β(0) = e2T inf

X
h0,

since β vanishes at the origin. �

6.3.2 Uniform bound in infinite time

Theorem 6.3.2. Let X be a Fano manifold such that the functional F is proper.
Let ωt := ω+ddcψt be the solution of the normalized Kähler-Ricci flow with initial
data ω ∈ c1(X), where ψt ∈ PSH(X,ω) is normalized so that

∫
X ψt ω

n = 0.
There exists C0 > 0 such that

∀(x, t) ∈ X × R+, |ψt(x)| ≤ C0.

Proof. Observe that ψt = φt −
∫
X φt ω

n, where φt satisfies

φ̇t = log

(
MA(φt)

µt

)
,

with

MA(φt) =
(ω + ddcφt)

n

V
and µt =

e−φt−h0ωn∫
X e

−φt−h0ωn
.

We have observed that the functional F is translation invariant and non-
decreasing along the NKRF. Since it is proper, we infer that the energies t 7→
E(ψt) are uniformly bounded below. Now

E(ψt) =
1

(n+ 1)V

n∑
j=0

∫
X
ψt(ω + ddcψt)

j ∧ ωn−j ≤ sup
X
ψt ≤ Cω,

since
∫
X ψtω

n = 0 (see [GZ05, Proposition 1.7]), thus the energies (E(ψt)) are
uniformly bounded along the flow. It follows that the functions ψt belong to

E1
C(X,ω) := {u ∈ PSH(X,ω) |u ≤ C and E(u) ≥ −C},
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for C > 0 large enough. This is a compact set (for the L1-topology) of functions
which have zero Lelong numbers at all points (see below). It follows therefore
from Skoda’s uniform integrability theorem that there exists A > 0 such that

sup
t≥0

∫
X
e−2ψt−2h0ωn ≤ A.

Note that
∫
X e

−ψt−h0ωn ≥ V e− supX ψt ≥ δ0 > 0 and recall that φ̇t(x) ≤ C1

by Perelman’s fundamental estimate to conclude that

MA(ψt) = eφ̇t
e−ψt−h0ωn∫
X e

−ψt−h0ωn
= ftω

n,

where the densities 0 ≤ ft are uniformly in L2(X), ∥ft∥L2(ωn) ≤ A′. It follows
therefore from Theorem 6.3.8 that ψt is uniformly bounded. �

Remark 6.3.3. The reader will find a rather different approach in [TZ07, PSS07,
PS10], using the first normalization, Moser iterative process and a uniform Sobolev
inequality along the flow. It takes some efforts to check that the two normaliza-
tions are uniformly comparable along the flow, give it a try !

6.3.3 Pluripotential tools

We explain here some of the pluripotential tools that have been used in the above
proof.

6.3.3.1 Finite energy classes

Recall that X is an n-dimensional Fano manifold, ω is a fixed Kähler form in
c1(X), and V = c1(X)n =

∫
X ω

n. The energy E(ψ) of a smooth ω-plurisubharmonic
function,

E(ψ) :=
1

(n+ 1)V

n∑
j=0

∫
X
ψ(ω + ddcψ)j ∧ ωn−j ,

is non-decreasing in ψ. It can thus be extended to any φ ∈ PSH(X,ω) by setting

E(φ) := inf
ψ≥φ

E(ψ),

where the infimum runs over all smooth ω-psh functions ψ that lie above φ.

Definition 6.3.4. We set

E1(X,ω) := {φ ∈ PSH(X,ω) |E(φ) > −∞}.

and

E1
C(X,ω) := {φ ∈ E1(X,ω) |E(φ) ≥ −C and φ ≤ C}.
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The following properties are established in [GZ07, BEGZ10]:

• the complex Monge-Ampère operator MA(·) is well defined on the class
E1(X,ω), since the Monge-Ampère measure of a function φ ∈ E1(X,ω) is
very well approximated (in the Borel sense) by the Monge-Ampère measures
MA(φj) of its canonical approximants φj := max(φ,−j);

• the maximum and comparison principles hold, namely if φ,ψ ∈ E1(X,ω),

1{φ>ψ}MA(max(φ,ψ)) = 1{φ>ψ}MA(φ)

and ∫
{φ<ψ}

MA(ψ) ≤
∫
{φ<ψ}

MA(φ).

• the functions with finite energy have zero Lelong number at all points,
as follows by observing that the class E1(X,ω) is stable under the max-
operation, while χ log dist(·, x) is ω-plurisubharmonic and does not belong
to E1(X,ω) for a suitable cut-off function χ;

• the sets E1
C(X,ω) are compact subsets of L1(X): this easily follows from

the upper semi-continuity property of the energy, together with the fact
that the set

{φ ∈ PSH(X,ω) | − C ′ ≤ sup
X
φ ≤ C}

is compact in L1(X).

Recall now the following uniform version of Skoda’s integrability theorem [Zer01]:

Theorem 6.3.5. Let B ⊂ PSH(X,ω) be a compact family of ω-psh functions,
set

ν(B) := sup{ν(φ, x) |x ∈ X and φ ∈ B}.

For every A < 2/ν(B), there exists CA > 0 such that

∀φ ∈ B,
∫
X
e−Aφ ωn ≤ CA.

It follows from this result that functions from E1
C(X,ω) satisfy such a uniform

integrability property with A > 0 as large as we like.

6.3.3.2 Capacities and volume

For a Borel set K ⊂ X, we consider

Mω(K) := sup
X
V ∗
K,ω ∈ [0,+∞], (6.3.1)

where
VK,ω := sup{φ ∈ PSH(X,ω) |φ ≤ 0 on K}.
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One checks that Mω(K) = +∞ if and only if K is pluripolar. We also set

Cap(K) := sup

{∫
K
MA(u) | 0 ≤ u ≤ 1

}
.

This is the Monge-Ampère capacity. It vanishes on pluripolar sets.

Lemma 6.3.6. For every non-pluripolar compact subset K of X, we have

1 ≤ Cap(K)−1/n ≤ max(1,Mω(K)).

Proof. The left-hand inequality is trivial. In order to prove the right-hand in-
equality we consider two cases. If Mω(K) ≤ 1, then V ∗

K,ω is a candidate in the
definition of Cap(K). One checks that MA(V ∗

K,ω) is supported on K, thus

Cap(K) ≥
∫
K

MA(V ∗
K,ω) =

∫
X

MA(V ∗
K,ω) = 1

and the desired inequality holds in that case.

On the other hand if M := Mω(K) ≥ 1 we have 0 ≤ M−1V ∗
K,ω ≤ 1 and it

follows by definition of the capacity again that

Cap(K) ≥
∫
K

MA(M−1V ∗
K,ω).

Since MA(M−1V ∗
K,ω) ≥M−nMA(V ∗

K,ω) we deduce that∫
K

MA(M−1V ∗
K,ω) ≥M−n

∫
X

MA(V ∗
K,ω) = M−n

and the result follows. �

Proposition 6.3.7. Let µ = fdV be a positive measure with Lp density with
respect to Lebesgue measure, with p > 1. Then there exists C > 0 such that

µ(B) ≤ C · Cap(B)2

for all Borelian B ⊂ X, where C := (p− 1)−2nA∥f∥L1+ε(dV ), and A = A(ω, dV ).

Proof. It is enough to consider the case where B = K is compact. We can also
assume that K is non-pluripolar since µ(K) = 0 otherwise and the inequality is
then trivial. Set

ν(X) := sup
T,x

ν(T, x) (6.3.2)

the supremum ranging over all positive currents T ∈ c1(X) and all x ∈ X, and
ν(T, x) denoting the Lelong number of T at x. Since all Lelong numbers of
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ν(X)−1T are < 2 for each positive current T ∈ c1(X), Skoda’s uniform integra-
bility theorem yields Cω > 0 only depending on dV and ω such that∫

X
exp(−ν(X)−1ψ)dV ≤ Cω

for all ω-psh functions ψ normalized by supX ψ = 0. Applying this to ψ =
V ∗
K,ω −Mω(K) (which has the right normalization by (6.3.1)) we get∫

X
exp(−ν(X)−1V ∗

K,ω)dV ≤ Cω exp(−ν(X)−1Mω(K)).

On the other hand V ∗
K,ω ≤ 0 on K a.e. with respect to Lebesgue measure, hence

vol(K) ≤ Cω exp(−ν(X)−1Mω(K)). (6.3.3)

Now Hölder’s inequality yields

µ(K) ≤ ∥f∥Lp(dV ) vol(K)1/q, (6.3.4)

where q denotes the conjugate exponent. We may also assume that Mω(K) ≥ 1.
Otherwise Lemma 6.3.6 implies Cap(K) = 1, and the result is thus clear in that
case. By Lemma 6.3.6, (6.3.3) and (6.3.4) together we thus get

µ(K) ≤ C1/q
ω ∥f∥Lp(dV ) exp

(
− 1

qν(X)
Cap(K)−1/n

)
and the result follows since exp(−t−1/n) = O(t2) when t→ 0+. �

6.3.3.3 Kolodziej’s uniform a priori estimate

We are now ready to prove the following celebrated result of Kolodziej [Kol98]:

Theorem 6.3.8. Let µ = MA(φ) = fdV be a probability Monge-Ampère mea-
sure with density f ∈ Lp, p > 1. Then

OscXφ ≤ C

where C only depends on ω, dV, ||f ||Lp.

Proof. We can assume φ is normalized so that supX φ = 0. Consider

g(t) := (Cap{φ < −t})1/n .

Our goal is to show that g(M) = 0 for some M under control. Indeed we will
then have φ ≥ −M on X \ P for some Borel subset P such that Cap(P ) = 0. It
then follows from Proposition 6.3.7 (applied to the Lebesgue measure itself) that
P has Lebesgue measure zero hence φ ≥ −M will hold everywhere.
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Since MA(φ) = µ it follows from Proposition 6.3.7 and Lemma 6.3.9 that

g(t+ δ) ≤ C1/n

δ
g(t)2 for all t > 0 and 0 < δ < 1.

We can thus apply Lemma 6.3.10 below which yields g(M) = 0 for M := t0 +
5C1/n. Here t0 > 0 has to be chosen so that

g(t0) <
1

5C1/n
.

Now Lemma 6.3.9 (with δ = 1) implies that

g(t)n ≤ µ{φ < −t+ 1} ≤ 1

t− 1

∫
X
|φ|fdV ≤ 1

t− 1
∥f∥Lp(dV )∥φ∥Lq(dV )

by Hölder’s inequality. Since φ belongs to the compact set of ω-psh functions
normalized by supX φ = 0, its Lq(dV )-norm is bounded by a constant C2 only
depending on ω, dV and p. It is thus enough to take

t0 > 1 + 5n−1C2C∥f∥Lp(dV ).

�

Lemma 6.3.9. Fix φ ∈ E1(X,ω). Then for all t > 0 and 0 < δ < 1 we have

Cap{φ < −t− δ} ≤ δ−n
∫
{φ<−t}

MA(φ).

Proof. Let ψ be a ω-psh function such that 0 ≤ ψ ≤ 1. We then have

{φ < −t− δ} ⊂ {φ < δψ − t− δ} ⊂ {φ < −t}.

Since δnMA(ψ) ≤ MA(δψ) and φ ∈ E1(X,ω) it follows from the comparison
principle that

δn
∫
{φ<−t−δ}

MA(ψ) ≤
∫
{φ<δψ−t−δ}

MA(δψ)

≤
∫
{φ<δψ−t−δ}

MA(φ) ≤
∫
{φ<−t}

MA(φ)

and the proof is complete. �

Lemma 6.3.10. Let g : R+ → [0, 1] be a decreasing function such that g(+∞) =
0 and

g(t+ δ) ≤ C1/n

δ
g(t)2 for all t > 0 and 0 < δ < 1.

Then g(t) = 0 for all t ≥ t0 + 5C1/n, where

t0 = inf{s > 0 | g(s) ≤ e−1C−1/n}.
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Proof. Set f(t) = − log g(t) so that f : R+ → R+ is increasing with

f(t+ δ) ≥ 2f(t) − log
(
δ/C1/n

)
.

By induction we define an increasing sequence tj such that

tj+1 = tj + δj , with δj = eC1/n exp(−f(tj)) = eC1/ng(tj).

Observe that 0 < δ0 is smaller than 1 if we choose t0 as indicated. Since (tj) is
increasing and g is decreasing, this insures that δj is smaller than 1 for all j ∈ N.
We can thus use the growth estimate and obtain

f(tj+1) = f(tj + δj) ≥ f(tj) + 1.

Since f ≥ 0, we infer f(tj) ≥ j for all j. Now

t∞ := t0 +
∑
j≥0

(tj+1 − tj) ≤ t0 + C1/ne
∑
j≥0

exp(−j) ≤ t0 + 5C1/n.

The proof is thus complete since f(t) ≥ f(t∞) = +∞ for all t ≥ t∞. �

6.4 Higher order estimates

6.4.1 Preliminaries

We shall need two auxiliary results.

Lemma 6.4.1. Let α, β be positive (1, 1)-forms. Then

n

(
αn

βn

) 1
n

≤ Trβ(α) ≤ n

(
αn

βn

)
· (Trα(β))n−1 .

The proof is elementary (see Proposition 4.2.2) Applying these inequalities to
α = ωt := ω + ddcφt and β = ω, we obtain:

Corollary 6.4.2. There exists C > 0 which only depends on ∥φ̇t||L∞ such that

1

C
≤ Trω(ωt) ≤ C[Trωt(ω)]n−1.

The second result we need is the following estimate which goes back to the
work of Aubin [Aub78] and Yau [Yau78]; in this form it is due to Siu [Siu87].

Lemma 6.4.3. Let ω, ω′ be arbitrary Kähler forms. Let −B ∈ R be a lower
bound on the holomorphic bisectional curvature of (X,ω). Then

∆ω′ log Trω(ω′) ≥ −Trω(Ric(ω′))

Trω(ω′)
−B Trω′(ω).

We refer the reader to Proposition 4.2.2 for a proof.
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6.4.2 C2-estimate

Theorem 6.4.4. Let X be a Fano manifold such that F is proper. Let ωt be the
solution of the normalized Kähler-Ricci flow with initial data ω ∈ c1(X). There
exists C2 > 0 such that for all (x, t) ∈ X × R+,

0 ≤ tr ω(ωt) ≤ C2.

Proof. Set α(x, t) := log tr ω(ωt)− (B+ 1)φt, were −B denotes a lower bound on
the holomorphic bisectional curvature of (X,ω) (as in Lemma 6.4.3). Fix T > 0
and let (x0, t0) ∈ X × [0, T ] be a point at which α realizes its maximum.

Either t0 = 0, in which case α(x, t) ≤ α(x0, 0) = log n yields

tr ω(ωt)(x) ≤ n exp([B + 1]φt(x)) ≤ C ′
2 = n exp([B + 1]C0),

since φt is uniformly bounded from above.
Or t0 > 0. In this case it follows from Lemma 6.4.5 that at point (x0, t0),

0 ≤
(
∂

∂t
− ∆t

)
α ≤ −tr ωt0

(ω)(x0) + κ

so that
tr ω(ωt)(x) ≤ C ′′

2 = κ exp(2[B + 1]C0).

The conclusion follows since both C ′
2 and C ′′

2 are independent of T . �

Lemma 6.4.5. Set α(x, t) := log tr ω(ωt) − (B + 1)φt. There exists κ > 0 such
that

∀(x, t) ∈ X × R+,

(
∂

∂t
− ∆t

)
α ≤ −tr ωt(ω) + κ.

Here −B denotes a lower bound on the holomorphic bisectional curvature of
(X,ω) (as in Lemma 6.4.3).

Proof. It follows from Perelman’s estimate that

∂α

∂t
=

∆ωφ̇t
tr ω(ωt)

− (B + 1)φ̇t ≤
∆ωφ̇t

tr ω(ωt)
+ C.

Now φ̇t = log(ωnt /ω
n) + φt + h0 + β(t) thus

∆ωφ̇t = ∆ω log

(
ωnt
ωn

)
+ tr ω(ωt) − n+ ∆ωh0

≤ ∆ω log

(
ωnt
ωn

)
+ tr ω(ωt) + C ′.

Since ddc log
(
ωn
t
ωn

)
= Ric(ω) − Ric(ωt), we infer

∆ωφ̇t ≤ −tr ω(Ric(ωt)) + tr ω(ωt) + C ′′,
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hence
∂α

∂t
≤ −tr ω(Ric(ωt))

tr ω(ωt)
+

C ′′

tr ω(ωt)
+ C + 1.

We now estimate ∆ωtα = ∆tα from below. It follows from Lemma 6.4.3 that

∆tα = ∆t log tr ω(ωt) − (B + 1)[n− tr ωt(ω)]

≥ −tr ω(Ric(ωt))

tr ω(ωt)
+ tr ωt(ω) − n(B + 1).

Therefore (
∂

∂t
− ∆t

)
(α) ≤ −tr ωt(ω) +

C ′′

tr ω(ωt)
+ C ′′′.

The conclusion follows since tr ω(ωt) is uniformly bounded from below away from
zero, as we have observed in the preliminaries. �

Remark 6.4.6. The reader can go through the above proof and realize that one
can obtain similarly a uniform upper bound for tr ω(ωt) on any finite interval of
time, without assuming the properness of the functional F .

6.4.3 Complex parabolic Evans-Krylov theory and Schauder es-
timates

At this stage, it follows from local arguments that one can obtain higher order
uniform a priori estimates. We won’t dwell on these techniques here and rather
refer the reader to the lecture notes by C.Imbert [ImbSilv] for the real theory.
The latter can not be directly applied in the complex setting, but the technique
can be adapted as was done for instance in [Gill11].

6.5 Convergence of the flow

6.5.1 Asymptotic of the time-derivatives

Proposition 6.5.1. The time-derivatives ψ̇t converge to zero in C∞(X).

Proof. Note that
∫
X ψt ω

n = 0 hence
∫
X ψ̇t ω

n = 0 in the Perelman normalization,
while for the first normalization, φt has been so normalized that∫

X
φ̇t ω

n
t
t→+∞−→ 0.

It therefore suffices to check that∫
X
dφ̇t ∧ dcφ̇t ∧ ωn−1

t −→ 0,

since ωt and ω are uniformly equivalent, by Theorem 6.4.4.
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To check the latter convergence, we follow some arguments by Phong and
Sturm [PS06]. Set

Y (t) :=

∫
X
|∇tφ̇t|2ωnt = n

∫
X
dφ̇t ∧ dcφ̇t ∧ ωn−1

t .

Recall that the Mabuchi functional M is bounded from above and increasing
along the flow, with

dM(φt)

dt
= Y (t) ≥ 0, thus

∫ +∞

0
Y (t)dt < +∞.

We cannot of course immediately deduce that Y (t) → 0 as t→ +∞, however
Phong-Sturm succeed, by using a Bochner-Kodaira type formula and a uniform
control of the curvatures along the flow, in showing that Y ′ ≤ CY for some
uniform positive constant C > 0.

The reader will easily check that this further estimate allows to conclude. We
refer to [SW] for the controls on the curvatures along the flow, and to [PS06]
for the remaining details. We propose in Lemma 6.5.2 a slightly weaker, but
economical control that is also sufficient, as the reader will check. �

Lemma 6.5.2. Set

Z(t) := n

∫
X
dφ̇t ∧ dcφ̇t ∧ ωn−1.

Then Z ′(t) ≤ 2Z(t) + C for some uniform constant C > 0.

Proof. Observe that

Z ′(t) = −2n

∫
X
φ̈tdd

cφ̇t ∧ ωn−1 with φ̇t = log

(
ωnt
ωn

)
+ φt + h0.

We use here the first normalization, this clearly does not affect the value of Z(t).
Since φ̈t = ∆tφ̇t + φ̇t, we infer

Z ′(t) = 2Z(t) − 2

∫
X

∆tφ̇t∆ωφ̇tω
n ≤ 2Z(t) + C,

since the latter quantities are uniformly bounded along the flow. �

6.5.2 Conclusion

We are now in position to conclude.
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First normalization

It follows from previous sections that the family (φt) is relatively compact in
C∞(X× [0,+∞]). Let φ∞ = limj→+∞ φtj be a cluster point of (φt)t>0. It follows
from Proposition 6.5.1 that φ̇tj → 0 hence

(†) (ω + ddcφ∞)n = e−φ∞e−h0ωn,

hence ω+ddcφ∞ is a Kähler-Einstein metric. Since we have assumed that X has
no holomorphic vector field, it follows from Bando-Mabuchi’s uniqueness result
[BM87] that φ∞ coincides with the Kähler-Einstein potential φKE , which is the
unique solution of (†). There is thus a unique cluster point for (φt) as t → +∞,
hence the whole family converges in the C∞-sense towards φKE .

It turns out that the above convergence holds at an exponential speed. We
refer the interested reader to [PSSW08a, PS10] for a proof of this fact.

Perelman normalization

A similar argument could be used for the potentials ψt = φt − V −1
∫
X φtω

n if
we could show the convergence of

∫
X φtω

n as t → +∞. To get around this
difficulty, we can proceed as follows: let K denote the set of cluster values of
(ωt)t>0. Observe that K is invariant under the normalized Kähler-Ricci flow and
the functional F is constant on K.

It follows now from Lemma 6.2.3 that F is strictly increasing along the NKRF,
unless we start from a fixed point ω0. Thus K consists in fixed points for the
NKRF. There is only one such fixed point, the unique Kähler-Einstein metric.
Therefore ωt converges to ωKE and ψt converges to the unique Kähler-Einstein
potential ψKE such that ωKE = ω + ddcψKE and

∫
X ψKE ω

n = 0.

6.6 An alternative approach

We finally briefly mention an alternative approach to the weak convergence of
the normalized Kähler-Ricci flow, as recently proposed in [BBEGZ11].

The convergence of ωt towards ωKE is only proved in the weak sense of (pos-
itive) currents, but without using Perelman’s deep estimates: this allows us in
[BBEGZ11] to extend Perelman’s convergence result to singular settings (weak
Fano varieties and pairs), where these estimates are not available.

6.6.1 The variational characterization of K-E currents

The alternative approach we propose in [BBEGZ11] relies on the variational
characterization of Kähler-Einstein currents established in [BBGZ09].

Let X be a Fano manifold and fix ω ∈ c1(X) a Kähler form. A positive
current T = ω + ddcψ ∈ c1(X) is said to have finite energy if E(ψ) > −∞. We
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set then

E(T ) := E(ψ) − 1

V

∫
X
ψωn.

We let E1(c1(X)) denote the set of currents with finite energy in c1(X) and

E1
C(c1(X)) := {T ∈ E1(c1(X)) |E(T ) ≥ −C}

the compact convex set of those positive closed currents in c1(X) whose energy
is uniformly bounded from below by C.

A combination of [BM87, Tian97] and [BBGZ09, Theorems D,E] yields the
following criterion:

Theorem 6.6.1. Let X be a Fano manifold with H0(X,TX) = 0. Let T be a
positive closed current in c1(X) with finite energy. The following are equivalent:

1. T maximizes the functional F ;

2. T is a Kähler-Einstein current;

3. T is the unique Kähler-Einstein metric;

4. the functional F is proper.

We say here that a current T = ω+ ddcφ ∈ E1(c1(X)) is Kähler-Einstein if it
satisfies Tn = e−φ−h0ωn, where as previously Ric(ω) = ω − ddch0.

The equivalence of the last two items is due to Tian [Tian97] (and Bando-
Mabuchi [BM87] for the uniqueness). It was also realized by Ding-Tian [DT92]
that the Kähler-Einstein metric is the unique Kähler metric maximizing F . This
result being extended to the class of finite energy currents allows to use the soft
compacity criteria available in these Sobolev-like spaces:

Corollary 6.6.2. Let X be a Fano manifold such that F is proper. If ωt ∈ c1(X)
are Kähler forms with uniformly bounded energies such that F(ωt) ↗ supF , then

ωt −→ ωKE

in the weak sense of (positive) currents.

6.6.2 Maximizing subsequences

We let the potential φt ∈ PSH(X,ω) ∩ C∞(X) evolve according to the complex
Monge-Ampère flow,

φ̇t = log

(
MA(φt)

µt

)
= log

(
ωnt
ωn

)
+ φt + h0 + β(t),

where

β(t) = log

[∫
X
e−φt−h0 ωn

]
,
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with initial condition φ0 = 0. We set ψt := φt −
∫
X φt ω

n.

Recall that the functional F is non-decreasing along this flow. It follows more
precisely from Lemma 6.2.3 and Pinsker’s inequality (see [Villani, Remark 22.12])
that for all 0 < s < t,

(P ) F(φt) −F(φs) ≥
∫ t

s
||MA(φr) − µr∥2 dr,

where ∥ν − µ∥ denotes the total variation of the signed measure ν − µ.

Since F is assumed to be proper, it follows from the monotonicity property
that the ψt’s have uniformly bounded energies hence form a relatively compact
family. Let ψ∞ be any cluster point. If we could show that

F(φt) ↗ sup
E1(X,ω)

F ,

it would follow from the upper-semi continuity of F that F(ψ∞) = supF , hence
ψ∞ is the only maximizer of F , the Kähler-Einstein potential normalized by∫
X ψ∞ ωn = 0. Thus the whole family (ψt)t>0 actually converges towards ψ∞

(see Corollary 6.6.2). Note that this convergence is easy when (ψt) is known to
be relatively compact in C∞. The delicate point here is that we only have weak
compactness.

It thus remains to check that F(φt) ↗ supE1(X,ω)F . By (P ), we can find
rj → +∞ such that

MA(φrj ) − µrj −→ 0,

since F is bounded from above. By compactness we can further assume that
ψrj → ψ∞ in L1(X), almost everywhere, and in energy (see below), so that

MA(ψ∞) = µ(ψ∞).

Thus ω+ddcψ∞ is a Kähler-Einstein current. It follows again from the variational
characterization that it maximizes F , hence the upper-bound along the flow is
actually the absolute upper-bound and we are done.

6.6.3 Convergence in energy

As explained above, the last step to be justified is that F(φt) increases towards
the absolute maximum of F when ωt evolves along the normalized Kähler-Ricci
flow, without assuming high order a priori estimates.

We already know that the normalized potentials ω+ddcψt = ωt,
∫
X ψt ω

n = 0,
have uniformly bounded energies hence form a relatively compact family. Using
(P) we have selected a special subsequence ψtj → ψ∞ (convergence in L1 and
almost everywhere) such that

MA(ψtj ) −→ µ(ψ∞) =
e−ψ∞µ∫

X e
−ψ∞ dµ

, where µ = e−h0ωn/V
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We would be done if we could justify that MA(ψtj ) →MA(ψ∞).

The delicate problem is that the complex Monge-Ampère operator is not
continuous for the L1-topology. A slightly stronger notion of convergence (con-
vergence in energy) is necessary. We refer the reader to [BBEGZ11] for its precise
definition, suffices to say here that it is equivalent to checking that∫

X

∣∣ψtj − ψ∞
∣∣MA(ψtj ) −→ 0.

Set

ft := eφ̇t
e−φt∫

X e
−φt dµ

so that MA(ψt) = ft µ.

If the densities ft were uniformly in Lp for some p > 1, we could conclude by
using Hölder inequality, since∫

X

∣∣ψtj − ψ∞
∣∣MA(ψtj ) ≤ ∥ftj∥Lp(µ) · ∥ψtj − ψ∞∥Lq(µ).

We cannot prove such a strong uniform bound in general, however our next lemma
provides us with a weaker bound that turns out to be sufficient:

Lemma 6.6.3. Set µ := e−h0ωn/V . Then

M(ψt) = E(ψt) −Hµ(MA(ψt)) −
∫
X
ψtMA(ψt) +

∫
X
h0
ωn

V
.

Therefore there exists C > 0 such that for all t > 0,

0 ≤
∫
X
ft log ft dµ ≤ C.

Proof. Recall that ψt = φt −
∫
X φtω

n/V . It follows from Lemma 6.2.4 that

M(φt) = F(φt) −
∫
X
φ̇tMA(φt) +

∫
X
h0ω

n/V

= E(φt) + β(t) −
∫
X
φ̇tMA(φt) +

∫
X
h0ω

n/V,

where β(t) = log
[∫
X e

−φtdµ
]
, while

Hµ(MA(ψt)) =

∫
X

log

(
MA(φt)

µ

)
MA(φt) =

∫
X
φ̇tMA(φt)−

∫
X
φtMA(φt)−β(t).

The equality follows.
Recal now that the Mabuchi functional M is bounded along the flow, as well

as the energies E(ψt). Since the latter are uniformly comparable to
∫
X ψtMA(ψt),

we infer that the entropies Hµ(MA(ψt)) are uniformly bounded, i.e.

0 ≤ Hµ(MA(ψt)) =

∫
X
ft log ft dµ ≤ C.
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�
We can thus use the Hölder-Young inequality to deduce that∫

X

∣∣ψtj − ψ∞
∣∣ ftj dµ ≤ C ′ ∥∥ψtj − ψ∞

∥∥
Lχ(µ)

,

where χ : t ∈ R+ 7→ et − t− 1 ∈ R+ denotes the convex weight conjugate to the
weight t ∈ R+ 7→ (t+ 1) log(t+ 1) − t ∈ R+ naturally associated to the entropy,
and ∥·∥Lχ(µ) denotes the Luxembourg norm on Lχ(µ),

∥g∥Lχ(µ) := inf

{
α > 0 |

∫
X
χ
(
α−1|g|

)
dµ ≤ 1

}
.

There remains to check that
∥∥ψtj − ψ∞

∥∥
Lχ(µ)

→ 0. By definition, this amounts

to verifying that for all α > 0,∫
X
χ
(
α−1|ψtj − ψ∞|

)
dµ −→ 0.

Since χ(t) ≤ tet and the functions (ψtj ) have uniformly bounded energies, the
latter convergence follows from Hölder’s inequality and Skoda’s uniform integra-
bility theorem.
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