
Lecture S : Starting the study of external particles 08/01/2025

/ Extremel particles of the BBM

In this chapter ,
we study the asymptotic behavior of Mr= Xu(l).

We always assume that0.
#

. 1) First order

We have seen that I d En (when P(L = %) = 0 , i . e.

no extinction).

We
prove

here the following stronger result :
Theorem

: In Find = En on the survival event.
r+

Recall the definition of the additive martingale :W-
Proof :

① Upper bound : Keeping only the highest particle ,
we get WeStn-Cult ·

With J = Em
,

it yields Wh ep(i (t-Ent)·
But W-W Co a . s . So line Me-Eut oa .
This

proves like ta

Remark: Using that W = 0 a
.s . we can even deduce lim Me-Ent = -oa . s .)

n-

② lower bound : Consider Je(0
, 6) and E30 such that J-556 .

The

W?
=ELe

-a
[(no-b4)-2!

On the survival event
,

Whe- W70 a
.
s .

and etGP-0 as.

so
slid

as
.,
which implies limit ar-

This concludes the proof by letting - J. = En

(Remerh : A hey idea behind this proof is that of Mr 166 When Wit should be small.

Indeed WP is mainly supported by particles with a position St + OCE) : note that

#EXu-(KK) = ELL-K
+ KE]] by the way-to-one

= PlBI/-K , Krt)) by Girsanov (see weat Lecture
for a proof ! )

= P(BEkk])no F



Exercise 1 : A proof without additive markingales
Recall Kat Niall :=E Exal and/Niall] ev for

any
alo.

#) Upper bound along a subsequence
ly Let as Em

.

Prove that Nulatl
to

0 a . s
.,
where know along integers.

1..) Deduce that lim A E as
,

where kew along integerson
2. Lower bound along a subsequence (harder !)

%.

Let at 10
, En) .

Prove that there exist sto such that EINs(ast] 1.

2.. Let o = No and by induction Minis = SveNiels : Xn((h+ 1)s) - Xu(ks)as]
Let

p
:= PIXhEN

,
Ens #$) ·

Prove that pro.

(Hinh : Note that#Esln
.
0
is a Walton-Watson process)

Z. c . / Prove What IP(Vh30 , Mush, aks) p.
2 Before that

,

for
any

200
.

there exists wo such that

PP(Vhko
, Musk, ahs-Ekolsurvival) 1-2.

(Hit : Use the some argument as in Lecture 3 for the lower bound on

ma
X.

It was done there with assumption P(L = 0) = O but more that without

this assuphion ,
we have : on

the survival event, No o as .)

2

I Conclude that limi Ms , a as on the survival evee

2) Filling the gaps
2

.I let 5
,
230

.

Show What El #EVEN : Joels - t.] , (X-(4 - Xn()kar]] = Olemb-

(UL : You can use that E
B. -if B.Bl

31 Deduce that a.s. , for h large enough , FutMus . Vrt/lh-1)s , hs] , (X-Chs)-Xv()/EEks.

% Conclude.

=



#I.2) A reference model : the i
.

i
.
d

.
case

To see
the influence of the tree structure

on the maximal position athime t

we

compare
it to the case we would consider lev particles with independa

Brownian trajectories of Laught I.
Let (Bilko for ic, I be ind

.
Brownian motions.

We
compare (Xo(H ,

o P() with (Bi ,

it 41 , ..., Lei3).
Remal : We have the same result for the many-to-one lup to the integer pal) :

E(F(Bilston)) = Le
*

/ ElF((Bs(sc1].
Correlations can only be seen at the level of many-botwo : here we

have

= E(F((B)se10.t) , (B)se10
.
r))]
-

independent

Ourgoal is to compare
the marimal position in the BBT and the iid. cases.

Letr
=manu

Br

Fercise 2 : Prove that Ed= En

The first order is the same ! We
prove

here the more precise expansion :

Theorem : -Jet +blogt Hu Gumbel(- Flog(b) , j),
where Gumbel (c

, b) for CER and by 0 has cumulative distribution

function se ER mexp) - e
- (- /b) -

Remark : When looking atmas (Xe.-
,
Xu) as a were where Wilise are id

random variables
,

there are three possible families of limiting distributions

Cather
proper recentring) : Gumbel

,

Frechet and Weibull distributions.

Remark : Note that the Lail of G-Gombel (c ,
b) is asymmetric : we have

P(G, x) we ab and P(XE-x) we-e
/b

as x-ey



so the left tail is much thinner (double exponential) than the right Gail

Leponential) .

This is not
surprising

for the limit of
a maximum : having a

larger maximum only requires one r. v .
hobe large whereas having a smaller

one requires
all r .w. to be small

enough
.

Proof : We
prove convergence

of the cumulative distribution function
.

Fin yeR .
Write ur = bct-gh-

P( - St zf(y) = y) = P(tm) = P(Buxy)() = (1 - P(Bix))(

The PCBL cl = P(Ber~Nash (because

~mis
,
20) ztlogh- Hlogh + 2 b

, by -E)
I - negligible -

~rig
,

ep) - wh -Let - xy)
~ ebin

a

-Sch = y) =e..
Eercise 3 : Recall No is the number of particles in the BBM al time t

and assume the Brownian motions B: for is are independent of t
Assure PP(L= 0) = O so that there is a . s . survival.

Reall entNW(0,0) . Consider non
=ma ,

Bi

Prove that -Sch
+floghlow

where G is Grubel(1log(or) , 1) distributed and independent of Wi



Remark : Another reference model would be the case of fully correlated particles :

at limet
,

it consists of Len particles following the same Brownian motion

of Length 2 .

In that case the maximum is simply the position of one
Brownian motion

,

which is of order of luch smaller than J
.

6) -

Nealgoal : Get the second order here in the
expansion

of ith for the BBST

Spoiler : Logarithmic correction with
a
different constant

Note that we have the following general result helling vs that more correlations
implies a smaller maximum (if the variances are the same !

Slepian's Lemma : Let 22. 1 .
Let (XeomXm) and (earful be centered Gaussian rectors .

If Vi
,
EX = Ely? ) and Fij ·

EXiX;] = ElTitj] ,

then

mad(e .-Yn) is shockashically dominated by mas(X- > Xu).

(We say
that Z is stochastically dominated by E if VonEn ,

P(z = a) < PLE=z))
Proof: We first

prove
that if f CRY satisfies Vij , f 40 and has bouda

second derivatives
,
then Elf(X)] -> ElfIT1) where X = NemeX) and Y = Me

-
Y
.)

For this Let ECH := FX + FLY where we assume who .
g

.

What X andY are

independent . The E(0) = Y and El = X so it is enough to prove
What ELfIEH] =0 . (This technique is called Gaussian interpolation)
Elf(zH] = E(t(X = my))]

= El-(z(4)]
=(1)-(
= E(XiX;] f) (z(11)] :; )El EIdajdi

by Gaussian integration by part (see below



=ERiti))FifS
O if :j

EO = 0 if i =j
This

proves
the first claim

-

Nowho
prove

the hamme
,

consider beEI
.

We ain at showing
P(man (Xe .

-+X)[x) < P)maa (T
- - (n) = x)

El (Xi)] = El Econs(til] · (*)

Let ha: -10 . 1] be e non-increasing
functions such that ha to to

,as

Then fa :E-Thuli) satisfies the assumptions of the claim

so Elfu(X1] < ElfulT)] ,

which
gives (A by kathong I 0 . ⑮

Luma /Gaussian integration by part) : Lat 221 andgeCI such that
Dg is bounded

.

Let X = (X-2Xu) be a centered Gaussian rector.

Then
,
for

any
it 1 .... 23 . EIXig(X)= EXiXj] El(x)

Exercise 4 (Proof)

1) Prove the result for n = 1 using
the usual integration by parks.

2 Prove that there exist a Gaussian rector E = (Ze .-En) independent of X
suchthet for all jed1 . +13 . Xj=XiXj]Xi + zj .

3) Conclude

Remah
: To use Stepian's Lemma to

compare
two models

,
we need exactly

the same number of variables
,
so it cannot be used directly to

say

H Fr
,

where "I" meas shochastically dominated
,
but we can

get
Mu by applying Slepian's lenme conditionally on the tea

Recall M is defined in exercise 3).


